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Resumo. Este trabalho apresenta um estudo experimental sobre a at@alide
sistemas de arquivos distrittlos num ambiente de pequena escala. A avatiac

se portou sobre aspectos quantitativos (e.@trioas de desempenho) e aspec-
tos qualitativos (e.g., facilidade de administéace recuperago de falhas). Fo-

ram avaliados os sistemas de arquivos Lustre, PVFS2, OCFS2 com iSCSI e
GlusterFS. Na avalicio efetuada, o Lustre apresentou melhor desempenho em
opera@es de leitura enquanto o PVFS2 foi melhor em op&eage escrita.
Palavras-chave: Sistemas de Arquivos Distritilos, Armazenamento de Dados,
Clusters

Abstract. This paper presents the evaluation of distributed filesystems in a small

network environment. We present the results from a quantitative (e.g., perfor-

mance metrics) and qualitative (e.g., easy of management, failure recovery)
perspective. We analyzed four distributed filesystems: Lustre, PVFS2, OCFS2
with iISCSI and GlusterFS. Overall, Lustre presented best performance for read
operations and PVFS2 performed better for write operations.

Keywords: Distributed Filesystems, Data Storage, Clusters

1. Introdugcao

Com o avanco das técnicas de computacao as aplicacbes se tornaram mais comple-
xas, solicitando maior capacidade de processamento e armazenamento de informacao.
Aplicagbes nos campos da genética e meteorologia, por exemplo, requerem técnicas
sofisticadas e eficientes no que concerne a organizacao e distribuicdo do processa-
mento e da informacao. Observamos, atualmente, consideravel popularizacao de aglo-
merados de maquinasl(sterg e sua interligacao em escala mundial através da in-
ternet, normalmente realizada por solugbes de computacao em gpadecdmpu-

ting) [dos Santos and Cerqueira 2006]. Tais aplicacdes e ambientes computacionais re-
querem mecanismos adequados e eficientes quanto a recuperacdo e armazenamento de
dados.

Diante deste cenario, observamos que as tecnologias de distribuicao de proces-
samento e dados, nao somente precisam ser frequentemente aperfeicoadas, mas também
devem passar por um processo constante de validagao e analise de desempenho. Em par-
ticular, & interessante o estabelecimento de um quadro comparativo entre as solucdes de
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sistemas de arquivos distribuidos, ja que o acesso eficientiados depende diretamente
de uma boa estratégia de acesso aos discos e a rede.

O NFS (Network File Systejre provavelmente o sistema de arquivos distribuido
mais utilizado. Contudo, a abordagem do NFS para distribuicao das solugdes de armaze-
namento & precaria, uma vez que so é possivel distribuir o acesso dos clientes. Assim, o
seu projeto nao atende a certas aplicacdes de maior escala, pois a centralizacao do armaze-
namento da informacao prejudica o desempenho geral. Dentre outros problemas, o NFS
ainda apresenta deficiéncias histéricas quanto a manuten¢ao da consisténcia do cache dos
clientes, a sobrecarga imposta pelo protocolo e a seguranca de acesso aos dados.

As deficiencias do NFS e outros sistemas de arquivos populares favore-
ceram o0 aparecimento de sistemas de arquivos mais sofisticados. Alguns des-
tes permitem, por exemplo, o espalhamento de dados em diversos servidores,
preservacao de desempenho mesmo em ambientes com grande numero de cli-
entes, e funcionamento em ambientes compostos por computadores e arquitetu-
ras de redes distintas. Tais solucdes incluem sistemas de arquivos proprietarios,
a exemplo do TerraFS e GPFS [Oberg et al. 2005], ou de distribuicao livre, tais
como Lustre [Lustre 2002], PVFS2 [Latham et al. 2004], OCFS2 [Oracle 2007], Glus-
terFS [Gluster 2007], Ceph [Wang 2006] e pNFS [Hildebrand et al. 2007].

Esse trabalho visa realizar um estudo qualitativo e quantitativo do uso de alguns
sistemas de arquivos atuais em um ambiente de pequena escala com maquinas e arqui-
tetura de rede de baixo custo. Os sistemas de arquivos avaliados foram: Lustre, PVFS2,
GlusterFS e OCFS2 com iSCSI. Alguns estudos sobre o desempenho dos sistemas de ar-
quivos foram realizados [Oberg et al. 2005], mas estes consideram geralmente ambientes
de larga escala, a exemplo de parques computacionais compostos por diversas maquinas
interconectadas por canais de fibra 6tica, o que diverge do cenario atual da maioria das
instituicOes de pesquisa e empresas nacionais. Portanto, acreditamos que o presente traba-
Iho auxilie os administradores de sistemas fornecendo subsidios iniciais para uma escolha
mais adequada do sistema de arquivos a ser utilizado no seu ambiente de rede de acordo
com suas limitacoes.

O restante deste artigo esta estruturado da seguinte maneira. A secao 2 resume
o funcionamento dos sistemas de arquivos testados. A se¢ao 3 apresenta o ambiente
de testes, a metodologia utilizada e os resultados da avaliacao experimental. A secao 4
destaca alguns aspectos dos sistemas segundo critérios qualitativos. Finalmente, a secao 5
apresenta nossas consideragoes finais.

2. Sistemas de Arquivos Distriblidos Avaliados

O objetivo fundamental da distribuicao na camada do sistema de arquivos para redes
e permitir que os clientes, servidores e dispositivos de armazenamento troquem dados
através da rede sem a dependéncia de um repositério Gnico e centralizado de dados. Neste
contexto, tais sistemas devem apresentar desempenho que justifique sua utilizacao e, na
medida do possivel, atender a outros aspectos importantes: transparéncia e consisténcia
de dados, distribuicao de carga, replicacao automatica e a capacidade de atendimento
em escala global [Kon 1996]. Esse estudo se concentrou em sistemas de arquivos que
se destinam a prover parte destas funcionalidades. Sao estes: Lustre, PVFS2, OCFS2 e
GlusterFS.
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2.1. Lustre

A arqutetura do Lustre [Lustre 2002] &€ composta por servidores de metadsidS (

- Metadata Servejs servidores de I/OQ@ST - Object Storage Targgte OSD (Object-

Based Disks) OsMDSs contém a arvore de diretorios, os atributos de permissdes e de
estado de cada objeto de armazenamento,(#53s sao responsaveis pelo gerenciamento
dosOSDs, que por sua vez, Sa0 os representantes dos discos fisjgossivel agrupar

um conjunto destas entidades nu@V (Logical Object Volumejjue permite a existéncia

de subgrupos de clientes diferentes tendo acesso a partes distintas do sistema de arquivos.

O Lustre foi projetado para funcionar num ambiente heterogéneo de maquinas
e redes. Através do seu conceito m@rtal € possivel fazer o roteamento entre redes
de arquiteturas diferentes, utilizando uma camada de abstracao de rede em sua API
interna (Network Abstraction Layg@r Também destina-se a ser escalavel em grandes
proporcdes [Lustre 2005]. Contudo, nosso interesse esta em analisar a arquitetura de
software no Lustre (aparentemente mais complexa) quanto ao desempenho de acesso aos
arquivos em ambientes mais simples e com escala menor.

Quanto ao tratamento de falhas, atualmente, o Lustre permite somente a
configuracao simultanea de dois servidores de metadados: um primario e outro se-
cundario. Quando algum servidor de I/O se desconecta no Lustre, os clientes rece-
bem notificacdo dessa falha pelo servidor de metadados que, por sua vez, redireciona
as operacdes para outro servidor de 1/0O disponivel. Visto que o servidor de metadados
nao se responsabiliza pela criacao de réplicas, os dados armazenados no servidor falho
permanecem inacessiveis. Para aumentar a disponibilidade dos servidores de metadados,
é possivel integrar solu¢des externas como o DRBD [Reisner 2005]. Quanto a geréncia,
o Lustre & compativel com bases LDAP, o que facilita o processo de configuracao e viabi-
liza a distribuicao dessas informacdes. Além disso, o suporte ao protocolo SNMP permite
o envio de informac®es relativas ao monitoramento dos servidores.

2.2. PVFS2

Assim como o Lustre, o PVFSP4rallel Virtual File Systemé um sistema de arquivos

que permite a configuracao de miltiplos servidores de metadados e I/O. Este sistema per-
mite a existéncia de varios servidores de metadados. Na pratica, & permitido que todos os
servidores sejam ao mesmo tempo servidores de metadados e servidores de 1/0. Contudo
nao ha estratégia nativa para efetuar redundancia de servidores de /O, 0 que requer uso
de ferramentas adicionais. Um diferencial de projeto & permitir acesso concorrente aos
arquivos, sem garantia quanto a consisténcia dos dados, devido a flexibilidade no uso de
(lock para acesso aos arquivos [Latham et al. 2004]. O PVFS2 nao implementa exata-
mente a semantica POSIX, o que inviabiliza a execuc¢ao de certas aplicacdes, a exemplo
daquelas que precisam travar o arquivo para leitura ou escrita.

O PVFS2 & muito usado em ambientesadligster, onde as aplicagdes sao ge-
ralmente escritas em linguagens com recursos de paralelizacao e necessitam de acesso
rapido e compartilhado de I/0. Nestes ambientes especificos, & plausivel considerar-se
que as aplicacdes sao projetadas de modo que dispensar o lestkgegm danos colate-
rais. O PVFS2 funciona em arquiteturas de rede diferentes, podendo ser usado em TCP/IP
ou Infiniband, por exemplo. Contudo, o PVFS2 & incapaz de executar o roteamento entre
as redes, como o Lustre.
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2.3. OCFS2 com iSCSI

O OCF2 [Oracle 2007] € um sistema de arquivos de proposito geral projetado para via-
bilizar o armazenamento das bases de dados do Oracle R&& Application Clustgr

Assim, o projeto do OCFS2 priorizou o tratamento de problemas relativos ao gerenci-
amento distribuido déocksa fim de melhorar o acesso concorrente. O OCFS2 prové
garantias quanto a consisténcia dos metadados e a manutencao de logs transacionais para
os clientes.

Uma solugao mista foi adotada com o intuito de permitir o compartilhamento dos
discos disponiveis nas diferentes maquinas, uma vez que o OCFS2 nao se destina a prover
armazenamento em diferentes servidores de 1/0. Para tanto, escolhemos 0S6E6BI (
over IP) [Mug 2003], o qual disponibiliza, através de um par ip/porta, um ou mais dis-
positivos de blocos locais. O iISCSI define duas entidad&3C8I Targefjue representa
a maquina com seus discos locais &€SI Initiatorque mapeia osargetscomo dis-
cos SCSI emulados. Utilizando u®CSI Initiatorem cada cliente do cenario de testes,
construimos um RAIDO com todos @SCSI Target® aplicamos o sistema de arquivos
OCFS2.

2.4. GlusterFS

Uma alternativa a inser¢cao de um sistema de arquivos diretamente no kernel do sistema
operacional consiste na utilizacao de uma APl que permita a execucao de tais sistemas
em modo usuario. O modullJSE (Filesystem USErspaa#gfine um dispositivo virtual

que funciona como uma ponte entre as chamadas de sistema ad(=b Filesystem

do Linux e as bibliotecas do sistema de arquivos implementado em espaco de usuario.

O GlusterFS [Gluster 2007] & um sistema de arquivos implementado sobre a API
do FUSE e cujos objetivos principais sao: escalabilidade, desempenho e disponibilidade.
Cada volume ou n6 de armazenamento no GlusterFS & conhecidobciminoO Glus-
terFS define ainda dois componentes basicoschedulere o translator. O scheduler
especifica a estratégia de distribuicdo dos arquivos enquamémsiator define outras
caracteristicas, a exemplo da politicacdehing

O GlusterFS disponibiliza quatro op¢des dehedulerspara distribuicao dos da-
dos:random Adaptive Least Usage (ALUNon-uniform Filesystem Scheduler(NUF&A)
Round-Robin(RR)YO randomefetua uma escolha aleatéria. ADU utiliza informacdes
de carga do servidor. @MIUFA ajusta a alocacao priorizando acessos locais. En-
fim, na estratégi®ound-Robircada cliente possui uma fila circular de servidores para
uso. Os componentes dasnslatorsfornecem funcionalidades adicionais, a exem-
plo da replicagao de arquivos em qualquer quantidade entre os servidores, e a fusao de
varios volumes de armazenamertio¢ks) fornecendo a abstracao de um grande volume
anico [Gluster 2007].

3. Avaliagcao Experimental

Os testes foram realizados num cenario de pequena escala composto por cinco (5) ser-
vidores e quatorze (14) clientes, conforme apresentado na Figura 3. Os servidores eram
computadores AMD Opteron 246 bi-processados de 64bits a 2 GHz e foram divididos
em: quatro servidores de 1/O (cada qual com 2 GB de memoria RAM) e um servidor para
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metadados (com 4GB de memoria RAMDs clentes consistiram em quatorze maquinas
Intel Pentium 4 de 32bits a 3 GHz cdryperthreadinghabilitado e 512 MB de memaoria

RAM.
Switch
. |
Gigabit D
Metadados * Y >

+ Intel Pentium4 HT
AMD Opteron 246 {2x)

512M RAM
1 X 4G RAM ‘ E 80GB SATAl
320GB SATAl Gigabit Ethernet

{m—}

Glgabit Ethernet M

AMD Opteron 246 (2x)
Servidor 2G RAM 14 x
4 x - 160GB SATAL
Glgabit Ethernet

Figura 1. Cen ario d e testes: 5 servidores AMD Opteron e 14 clientes Intel Pentium 4

A rede de dados era composta por switchGigabit Ethernet de 24 portas com
vazao total de 24 Gb/s, sendo todas as maquinas compativeis com Gigabit Ethernet. O
sistema operacional escolhido foi o Debian GNU/Linux cujas versoes do kernel sao apre-
sentadas na Tabela 1.

Sistema de Arquivos Intel Pentium4 HT 32bits AMD Opteron 64bits
Lustre 1.4.7 kernel 2.6.12.6 kernel 2.6.12.6
PVFS2 2.6.3 kernel 2.6.18-4-686 | kernel 2.6.18-4-amd64
OCFS2 1.2.1 +iSCsSlI kernel 2.6.18-4-686 | kernel 2.6.18-4-amd64
FUSE 2.6.3 + GlusterFS 1.3pre2|3 kernel 2.6.18-4-686 | kernel 2.6.18-4-amd64

Tabela 1. Vers 6es do kernel do linux para cada sistema de arquivos

3.1. Limites emgdricos para a taxa de transfeéncia da rede e dos discos

A fim de determinar o limite empirico das métricas de desempenho no ambiente de
testes e poder avaliar o custo geral imposto pelo hardware/sistema operacional sobre a
experimentacao, obtivemos alguns resultados experimentais referentes a taxa de trans-
feréncia dos discos rigidos e da rede de comunica¢ao. Os discos rigidos utilizados aten-
dem ao padrao SATA [SATA 2002] (especificacao 1.0), cujo maximo teoérico de trans-
feréncia &€ 150 MB/s. Contudo, nos servidores AMD Opteron, observamos o desempenho
médio de 69 MB/s, enquanto as estagdes Intel Pentium 4 obtiveram média de 62 MB/s.
Estes valores foram obtidos através do programad. Quanto a taxa de transferéncia

da rede utilizada, temos um maximo teoérico de 1 Gb/s, ou seja 125 MB/s.Utilizamos

0 pacotenetpipe-tcp [NetPIPE 2005] para verificar o mesmo valor empiricamente. As
maquinas Intel Pentium 4 obtiveram vazao maxima em torno de 600 Mb/s (75 MB/s) ao
passo que os servidores AMD Opteron alcangcaram 900 Mb/s (112,5 MBJ/s).

3.2. Metodologia de Avaliago

O desempenho dos sistemas de arquivos foi medido através da suite ddQestes
zone [I0zone 2006]. O uso dessa ferramenta permitiu: i) a medicao da vazao dos acessos

INo caso dos sistemas OCFS2 e GlusterFS, n&o utilizamos o servidor de metadados, pois tal conceito no existe em suas arquite-
turas.
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de leitura e escrita no sistema de arquivos; ii) a compatibili@atie as distintas arquite-

turas; iii) a geracao de arquivos tabulados, facilitando a plotagem de grafitGzo0e

permite a analise do tempo decorrido e a vazao dos acessos no sistema de arquivos de
acordo com a variagcao do tamanho do arquivo e do bloco de dados. Foram utilizados
valores entre 16 MB e 4 GB para o tamanho dos arquivos e 64 KB e 16 MB para o bloco
de dados. Coletamos cinco amostras de dados para os testes realizados.

No ambiente de testes, cada cliente executa uma instant2zdoe. Cada uma
dessas instancias executa em uma pasta diferente, dentro do ponto de montagem com-
partilhado, evitando, assim, que duas instancias diferentes usem o mesmo diretorio ou o
mesmo arquivo. Um programa que monitora a atividade do I0zone verifica, a cada trinta
segundos, o final da execucao do teste em andamento para todas as maquinas clientes, a
fim de evitar sobreposicao nas execucoes dos testes. As maquinas utilizadas eram dedica-
das ao procedimento de testes, nao havendo qualquer uso extra por outros programas ou
usuarios.

Conforme a estratégia adotada por [Oberg et al. 2005], utilizamos arquivos ao me-
nos 50% maiores do que a quantidade memoria RAM do cliente. Assim, procuramos
evitar que os dados analisados sejam influenciados por questdes de cache. Uma discussao
mais ampla sobre a problematica do cache pode ser obtida em [de Carvalho 2005]. Nos
experimentos realizados, nao foram utilizados mecanismos de redundancia disponiveis
em alguns sistemas de arquivos, devido ao interesse em observar o desempenho na
auséncia de configuracoes que pudessem diminuir o desempenho geral. Por fim, opta-
mos por avaliar o comportamento dos sistemas de arquivos com base na configuracao
padrao originalmente fornecida, sem efetuar otimizacdes especificas. Em patrticular, a
configuracao do PVFS2 limitou-se a avaliar sua capacidade de dividir os ardfilizos (
stripping) armazenados em multiplos servidores de /0. Ja no caso do GlusterFS, utiliza-
mos seu escalonador randdmico em conjunto camify translatorpara prover a visao
conjunta de todos os volumes de armazenamento.

3.3. Andlise dos Resultados

A métrica fundamental da avaliacao experimental consistiu na observacao da taxa de
transferéncia obtida por cada sistema de arquivos mediante operacdes de leitura e escrita
com o IOzone. Esta avaliacao foi realizada em duas etapas. Na primeira etapa, efetuamos
a transmissao de arquivos de tamanhos distintos, entre 16 MB e 4 GB (com blocos de 16
MB). Na segunda etapa, observamos o comportamento do sistema na transferéncia de um
arquivo de 1 GB para tamanhos de blocos distintos, entre 64 KB e 16 MB. Os resultados
dos experimentos sao apresentados nos graficos das Figuras 2 a 4. Estes mostram a taxa
de transferéncia média (em MB/s) obtida pelo sistema de arquivos frente a variacao do
tamanho do arquivo ou do bloco. Cabe ressaltar que a escala vertical dos graficos varia
em base 2 para melhor visualizacao dos resultados e que o desvio padrao & indicado por
barras verticais.

Variagao no tamanho dos arquivos

As Figuras 2 e 3 referem-se as operacdes de de leitura e escrita, respectivamente, frente a
variacao do tamanho do arquivos transferido, sendo o tamanho do registro (bloco) fixado
em 16 MB.
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Figura 2. Taxa de transfer éncia dos clientes em opera¢c 0es de leitura para diferentes tamanhos de
arquivos

Operacdes de leitura. A luz da Figura 2, observa-se elevadas taxas de transferéncia
para arquivos menores que 256 MB, exceto para o PVFS2 e GlusterFS. Creditamos esse
comportamento ao fato do PVFS2 do GlusterFS nao implementarem estratégias de cache
para operacdes de leitura ou escrita em sua configuracao Hagioasivel observar que

o Lustre e a solugao combinada OCFS2 e iSCSI obtiveram desempenho superior para a
operacao de leitura quando comparados a solu¢cao do PVFS2 e GlusterFS. Para tamanhos
de arquivos superiores a 1 GB, 0s sistemas apresentaram comportamento bastante similar.
Dentre estes, o Lustre foi melhor com taxa de transferéncia em torno de 27 MB/s (desvio
de 4%) para arquivos de 1 GB, mantendo tal comportamento para arquivos de 2 GB e 4
GB.

Operagdes de escrita. A Figura 3 apresenta os resultados obtidos para operacoes de es-
crita. Para arquivos de 1GB, o PVFS2 se destacou com média por cliente de 13 MB/s (1%
de desvio). Em seguida, aparecem o Lustre com 12 MB/s (desvio de 7%), o GlusterFS
com 10 MB/s (desvio de 7%) e 0 OCFS2 com 3 MB/s (desvio de 7%). Esse comporta-
mento se repete para arquivos de 2 GB e 4 GB.

Variagcao no tamanho de bloco

Com o objetivo de avaliar o impacto do tamanho de bloco (registro) lidos e escritos através
da rede, observamos o desempenho para arquivos de 1GB variando o tamanho do bloco
entre 64 KB e 16 MB, apresentados nos graficos da Figura 4.

Operagdes de leitura. A Figura 4(b) apresenta os resultados referentes as operacdes de
leitura. Neste cenario, o Lustre apresentou taxas de transferéncias superiores aos outros
sistemas de arquivos para operacdes de leitura (pico de 26 MB/s com desvio de 4,5%)
considerando todos os tamanhos de registros.
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Operagdes de escrita. Em relacao as operagdes de escrita, observamos pela Figura 4(a)
gue o PVFS2 apresenta os melhores resultados atingindo até 13 MB/s (desvio de 0,7%)
para o registros de 4 MB.

Atabela 2 resume o desempenho dos sistemas de arquivos apresentando as melho-
res taxas de transferéncia de cada sistema de arquivos. Com base em nossos experimentos,
aferimos que o Lustre se comporta melhor com registros de 16 MB e o PVFS2 com re-
gistros de 4 MB. Os melhores resultados do OCFS2 ocorreram para registros de 256 KB
para operacoes de leitura e de 4 MB para escrita. O GlusterFS, por sua vez, apresentou
bom desempenho para tamanho de registros entre 8 MB e 16 MB.

Sistema leitura | tam. registro| escrita | tam. registro
Lustre 26 MB/s 16 MB 12 MB/s 16 MB
PVFS2 5 MB/s 4 MB 13 MB/s 4 MB

OCFS2+iSCSI| 7 MB/s 256 KB 3 MB/s 4 MB
GlusterFS | 5MB/s 8 MB 10 MB/s 16 MB

Tabela 2. Resumo das melhores taxas de transfer  éncia obtidas para opera¢ 6es de leitura e escrita
para um arquivo de 1 GB com varia¢c ao do tamanho de bloco entre 64 KB e 16 MB

4. Avaliacao Qualitativa

A tarefa cotidiana de administracao de um sistema de arquivos distribuido, por vezes, pode
requerer esforco maior do que adoc¢ao de uma solucao centralizada. Por exemplo, a sim-
ples distribuicao dos dados e processamento implica geralmente no aumento dos pontos
de falha, o que requer cuidados especificos. Portanto, faz-se necessaria a avaliacao de ou-
tros aspectos importantes no momento de implantacao, como a facilidade de configuracao
e administracao do sistema distribuido. Essa sec¢ao visa fornecer uma idéia geral sobre os
aspectos praticos de instalacao e configuracao dos sistemas distribuidos analisados.

O Lustre apresenta certas dificuldades quanto a instalacao devido a dependéncia
especifica da versao 2.6.12.6 do kernel do Linux. Isso inviabilizou a aplicacao de
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Figur a 4. Taxa de transfer éncia dos clientes por tamanho do registro para arquivos de 1GB

atualizacOespatche} das versdes mais recentes do kernel. A dificuldade inicial de
configuracdo & compensada pelo conjunto de ferramentas de manutencdo que sao ca-
pazes, por exemplo, de atualizar facilmente o estado da configuracao em casos de adicao
de novos servidores.

O OCFS2 com o iSCSI, por sua vez, requer cuidados particulares quanto a
administracao. Por exemplo, & preciso ajustar as etapas de inicializacao do servidor de ar-
quivos de tal modo que os dispositivos de armazenamento SCSI via IP estejam disponiveis
antes da inicializacao do dispositivo de RAID. Além disso, a adicao ou remocao de um
servidor requer a reconstrucao do arranjo RAID e nova formatacao do dispositivo de blo-
cos. Em contrapartida, o OCFS2 possui boas ferramentas para o redimensionamento de
uma particao e adi¢cao de novos clientes em tempo de execugao.

O PVFS2 possui ferramentas que facilitam bastante a tarefa de configuracao e
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administracdo, mas demanda reinicio dos clientes em casdgd® ald servidores. Um
aspecto importante & que a falha de um servidor de I/O pode ser contornada caso o cliente
escolha outro servidor em tempo de execu¢ao. Da mesma forma, a desconexao do cliente
nao traz impacto ao sistema devido a inexisténcia de estratégias de caching.

A configuracao do GlusterFS se destaca pela dependéncia do FUSE, o que per-
mite, por exemplo, utilizar um servidor através de uma conta comum de usuério (
sem privilegios de super-usuario). No GlusterFS, a adicao de novos servidores também
implica em reiniciar o servico do cliente. Uma boa opc¢ao ao administrador & ativar o
translator AFRpara a replicacao de arquivos a partir do seu tipo ou nhome em qualquer
guantidade desejada.

5. Conclusio

O estudo comparativo de sistemas de arquivos € importante para, dentre outros, guiar 0s

administradores na escolha da op¢ao mais adequada para o seu ambiente computacional.
Este trabalho apresenta um tal quadro comparativo referente a aspectos tanto qualitativos

quanto experimentais de quatro sistema de arquivos emergentes, a saber Lustre, PVFS2,
OCFS2 com iSCSI e GlusterFS. Até onde sabemos, existem poucos trabalhos referentes

ao estudo do desempenho de tais sistemas em ambientes de pequena escala.

No estudo realizado, identificou-se o Lustre como uma solu¢cao mais robusta e efi-
caz, sendo recomendado mesmo para ambientes com poucas maquinas e de baixo custo.
O Lustre apresentou diversas vantagens, relativas a manutencao, capacidade de monito-
ramento (integrado com SNMP) e suporte a arquiteturas de redes diferentes. Além disso,
em seu projeto, busca-se uma compatibilidade ao paralelismo do ace§38&ps que
trara beneficios as aplicacdes inerentemente paralelas.

Por outro lado, caso se busque solu¢bes de armazenamento para uso conjunto
com outras plataformas, tais como grades, sugere-se a adog¢ao de solucdes basea-
das no FUSE, devido a facilidade de personalizacado e adicao de novos recursos em
espaco de usuario. Por exemplo, & possivel integrar o GlusterFS a um pacote de
software que provenha acesso compartilhado a dados distribuidos, tal como proposto
em [dos Santos and Cerqueira 2006].

Outra opcgao de uso das solu¢cdes em FUSE seria para o estudo e avaliacao de novas
funcionalidades em sistemas de arquivos. Por exemplo, o sistema Ceph [Wang 2006] visa
o provimento de alto desempenho e confiabilidade através do gerenciamento dos dados
por funcdes pseudo-aleatbrias no lugar do uso das tabelas de alocacao. Infelizmente, neste
trabalho ndo foi possivel avaliar o seu desempenho, devido a problemas de instalacao, o
gue sugere objeto de investigacao futura.
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