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Abstract. Unmanned Aerial Vehicle (UAV) has been increasingly employed in several missions with a pre-defined path. Over the years, UAV has become necessary in complex environments, where it demands high computational cost and execution time for traditional algorithms. To solve this problem meta-heuristic algorithms are used. Meta-heuristics are generic algorithms to solve problems without having to describe each step until the result and search for the best possible answer in an acceptable computational time. The simulations are made in Python, with it, a statistical analyses was realized based on execution time and path length between algorithms Particle Swarm Optimization (PSO), Grey Wolf Optimization (GWO) and Glowworm Swarm Optimization (GSO). Despite the GWO returns the paths in a shorter time, the PSO showed better performance with similar execution time and shorter path length. However, the reliability of the algorithms will depend on the size of the environment. PSO is less reliable in large environments, while the GWO maintains the same reliability.
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1 INTRODUCTION

UAVs are being adopted as an important choice for application in several areas, surveillance [1], construction [2], environment monitoring [3], and others. Initially, the paths were defined by the pilots and the UAVs followed the points [4]. Over the years, technology has evolved and UAVs have become more autonomous, being able to determine their own path [5], and thus used to carry out missions that require high precision [6] or demand life risk [7].

To complete these missions, the UAV needs to move between two points without colliding with obstacles. In other words, path planning is necessary for locomotion of UAVs. Path planning is an essential area of robotics that aims to find a path for the robot to move from the starting node to the goal. UAVs have dynamic restrictions, so generated paths should respect them. To minimize UAV movement problems, paths can be formed from smooth curves [8].
Nowadays, the complexity of missions and environments has grown exponentially, being necessary to move around in various environments, such as jungles/mountains [9], labyrinths [10], and others. Some of these problems even have complexity non-deterministic polynomial-time (NP), that is, they are decision problems soluble in polynomial time by a Turing machine [11].

The meta-heuristic algorithms are general algorithmic adaptable to different optimization problems. Because they do not have complete mathematical knowledge about their behavior, these algorithms can be used to solve general problems. They were made to solve problems with little information. The importance of meta-heuristic methods comes from an optimal result, not necessarily the best, in a viable time, so it is widely used for optimization [12]. Meta-heuristic algorithms are one of the best techniques to optimize problems with NP-hardness [13].

An example of a meta-heuristic technique is Particle Swarm Optimization (PSO), which is based on the behavior of birds. [14] presents path planning for three-dimensional environments based on PSO. A chaos based logistic map is used to improve the particle initial distribution. Constant acceleration and maximum velocity are designed to adaptive linear-varying ones and a mutation strategy is implemented that undesired particles are replaced by those desired.

Another technique used is Grey Wolf Optimization (GWO), which is based on the hunting process and social hierarchy of grey wolves. [15] presents an overview of GWO with its mathematical modeling, mainly contributing to the area of path planning for vehicles for Autonomous Underwater Vehicle (AUV). The optimization performed by the GWO proved to be better both in execution time and in path length compared to Ant Colony Optimization (ACO).

The Glowworm Swarm Optimization (GSO) can also be used for path planning, which is based on the movement of glowworms, which always following other worms of the same species that have more luciferin. [8] presents an approach to path planning in three-dimensional environments using GSO and maintaining a safe distance from obstacles on the way. The algorithm was compared with various meta-heuristic techniques and with Dijkstra. Simulations obtained satisfactory results considering execution time and path length.

In general, these algorithms have shown good performance in unstructured real-world problems. In literature, PSO is showed as the faster algorithm but when is made the comparison is showed that GWO has a similar execution time. In some environments, GWO is better than PSO, as will be shown in this paper. In 3D GSO tends to return the better trajectory but the environments tested are structured, in this paper are tested unstructured environment in 2D. The comparison made in this paper studies the complexity of each algorithm, making it possible to predict what the behavior will be in different environments when analyzing the complexity of the algorithm, specifying the advantages and disadvantages of them.

The objective of this article is to present a comparative analysis of meta-heuristic algorithms for path planning in a 2D environment according to the metrics as average, variance, and standard deviation, applied to the execution
time and path length. Besides, explaining which situation each algorithm would be best applied. Section 2 presents the methodology used, explaining the operation of each algorithm and its complexity. Section 3 describes the results of the simulation and makes a statistical analysis. Finally, the conclusion is presented in Section 4.

2 Methodology

First, we present how the path is formed from the cubic interpolation of splines with interpolation nodes, which are generated randomly. Then, we explain how the cost function of the meta-heuristics was defined. Lastly, the PSO, GWO, and GSO algorithms are explained how they are used to optimize the generated path.

2.1 Smoothed Path

Cubic spline interpolation is an approximation technique that consists of dividing the range of interest into subintervals and interpolating based on cubic polynomials [16]. Thus, the path generated will be smoother, making it easier for the robot to move and make curves.

With \( n + 1 \) points, each point is defined by \( x_i, y_i \), where \( i \) is the order of the coordinates, without two equal points and \( a = x_0 < x_1 < ... < x_n = b \). The \( S(x) \) spline satisfies the following properties [17]:

1. On each subinterval \([x_{i-1}, x_i]\), \( S(x) \) is a polynomial of degree 3, where \( i = 1, ..., n \)
2. \( S(x) \) is continuous in \([a, b]\) and has continuous derivative in \([a, b]\) until degree 3

This method starts by selecting \( N \) interpolation nodes \((x'_1, y'_1), (x'_n, y'_n), ..., (x'_N, y'_N)\) between the start node and the objective, to determine the intervals. The spline nodes are used to obtain the \( m \) interpolation nodes \( x_1, ..., x_m \) and \( y_1, ..., y_m \) which when connected form a continuous path.

2.2 Cost Function

The cost function is based on the number of obstacles present in the environment and their distance from the generated path and the path length. The path length is defined from the euclidean distance, shown in Eq. 1.

\[
L = \sum \sqrt{(x_{i+1} - x_i)^2 + (y_{i+1} - y_i)^2}
\]  

Then the euclidean distance between each obstacle and the path is calculated, defined with \( len \) in Eq. 2. This equation shows the overview of the cost function.

Where \( r_o \) is the size of each obstacle and \( \kappa \) is the coefficient to avoid obstacles. If \( 1 - \frac{len}{r_o} \) is less than 0, it should be considered 0, as it means that the obstacles are far from the path, then there is no penalty.

\[
cost = L \ast (1 + \kappa \ast (\sum \text{mean}(\frac{1 - len}{r_o})))
\]
2.3 Particle Swarm Optimization

PSO is based on the movement of a bird flock. The algorithm was created due to the interest in discovering the underlying rules that allowed a large number of birds to gather synchronously, suddenly changing direction, dispersing and regrouping, several times. The best simulation demonstrated that the movement is based on the speed of the nearest neighbor and randomness [18]. This algorithm can be seen in Algorithm 3.

Algorithm 1 Particle Swarm Optimization
1: Initialize particle, generate random path and define as best path
2: for i in iterations do
3: Define particle velocity as Eq. 3
4: Limit particle velocity according maximum and minimum allowed
5: Update path with the velocity
6: Limit path with the environment size
7: Define best path according lowest cost
8: end for

\[ pV = w \ast pV + c1 \ast r1 \ast (bP - p) + c2 \ast r2 \ast (bP - p) \] (3)

In Eq. 3 \( pV \) is the velocity of the previous particle, \( w \) is a value that decreases linearly from 2 to 0. This value represents the number of changes that can have each generation. That is, in the first generations the algorithm tends to make more sudden optimizations and across iterations become smoother. The value of \( c1 \) and \( c2 \) are acceleration constants and the variables \( r1 \) and \( r2 \) are two different random values, between 0 and 1. The value of \( bP \) is the coordinates of the best path and \( p \) are the coordinates of the last path.

2.4 Grey Wolf Optimization

This algorithm is inspired by the hunting process found in grey wolves. They prefer to live in small groups, with an average of 14 members, who follow a social hierarchy. The leaders are the alpha wolves, having the authority to carry out the group’s decisions. Beta wolves are next, which helps the leader to make a decision. Next comes is the delta wolves, which dominate the omega wolves, which are the lowest in the ranking. In the GWO algorithm, alpha wolves represent the best solution, followed by beta and delta [15]. The algorithm is shown in Algorithm 2.

\[ rV = (c1 \ast w \ast r1) \ast r2 \] (4)

\[ wP = |rV \ast bP(typeWolf) - p| \] (5)
Algorithm 2 Grey Wolf Optimization
1: Initialize wolfs, generate random path and define as best path for each wolf
2: for i in iterations do
3: Define alpha according Eq. 5 with best position of alpha
4: Define beta according Eq. 5 with best position of beta
5: Define delta according Eq. 5 with best position of delta
6: Define as best path for each wolf
7: Update path according average between wolfs
8: end for

In Eq. 4 $c_1$ is a constant of the algorithm. The variables $r_1$ and $r_2$ are random values from 0 to 1. The value of $p$ is the current path and $bP$ is the best path for the wolf category being calculated.

2.5 Glowworm Swarm Optimization

GSO is developed based on the behavior of glowworms. The glowworms can change the intensity of bioluminescence. Each glowworm has a luminous pigment, called luciferin, which is modified according to its position, allowing the glowworm to shine at an intensity similar to that of the function being optimized. Each glowworm chooses the neighbor with the highest luciferin, using a probabilistic mechanism, and moves towards it. However, the glowworm can only follow a certain number of worms nearby and even a limited distance. Naturally, glowworms use your bioluminescence light to signal, and taxis toward, in direction for other worms [19]. This algorithm can be seen in Algorithm 3.

Algorithm 3 Glowworm Optimization
1: Initialize glowworm, generate random path and define as best path
2: for i in iterations do
3: Update luciferin according Eq. 6
4: Define neighbors according Eq. 7
5: Define probability movement until each neighbor according Eq. 8
6: Choose the neighbor with higher probability to be followed
7: Update path according Eq. 9
8: Update neighbor range according Eq. 10
9: Define best path according lowest cost
10: end for

$$l = (1 - ld) * l + le * gC$$  \hspace{1cm} (6)$$N = all((dist < range) \&\& (l < l_v))$$  \hspace{1cm} (7)
The cost function of the algorithms has time complexity $O(\text{obs})$, $\text{obs}$ being the obstacles present in the environment. The cost function is based only on the path length and the collision with obstacles.

PSO and GWO have time complexity $O(it \times pop \times O(\text{obs}) \times pop)$, with $it$ as the number of iterations and $pop$ the population size. The part of $+pop$ is due to the need to initialize the population at the beginning of the algorithm. And $it \times pop \times O(\text{obs})$ is because all individuals in the population need to be updated, according to the cost function, during all iterations. The main difference between both algorithms is that in GWO there are more instructions as it is necessary to optimize 3 types of wolves per iteration. The GSO has $O(it \times pop \times (pop + nvar + O(\text{obs}) + pop)$, with $nvar$ being the number of interpolation nodes of spline. The complexity differs in $pop + nvar$ because during the iterations, in addition to calculating the cost function, it is necessary to update the range extension between the glowworms and check with all neighbors which will be the best to follow.

3 Simulations and analysis

This section was divided in simulations and a statistical analysis, to analyze the performance of meta-heuristics algorithms, the PSO, GWO, and GSO were implemented in two scenarios. Some parameters of them are shown in Table 1,
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according [20]. Each algorithm had a population of 15 elements, with 50 interactions, and was performed 100 times to determine the variance and standard deviation of algorithms for execution time and path length.

Table 1. Parameters Adopted in the Algorithms

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Parameters</th>
</tr>
</thead>
</table>
| PSO        | personal learning coefficient \((c1) = 1.5\)  
global learning coefficient \((c2) = 1.5\)  
inertia weight = 1.0  
inertia weight damping ratio = 0.98 |
| GWO        | \(c1 = 2\)  
\(w\) is a value that decreases linearly from 2 to 0 |
| GSO        | luciferin init = 25  
luciferin decay = 0.4  
luciferin enhancement = 0.6  
neighbor range = 20  
initial range = 5  
boundary range = 50.2  
\(\beta = 0.5\) |

The map used in the first scenario has 10\(m \times 10m\) and in the second scenario has 30\(m \times 30m\), with 6 and 11 obstacles, respectively, of varying size. The nodes are represented by Cartesian coordinates \((x, y)\), where \(x\) and \(y\) represent in the map. In the first scenario the trajectory the start and end node are (0, 0) and (10, 10), respectively. In the second scenario the trajectory the start and end node are (2, 2) and (27, 27), respectively. All of these scenarios are unstructured environments, ie, with randomly positioned obstacles that can break any large-scale formation, and thus lack this implicit guidance [21].

The simulations were implemented in Python language (version 3.6). The computer’s CPU was a Intel® Core™ i7-7700M, 2.8GHz, memory is 8GB, and 4GB (NVIDIA GeForce GTX 1050) dedicated graphics memory.

3.1 Simulation

In Fig. 1 is showed the trajectories generated to unstructured environments with 10 and 30 meters, respectively. As we can observe the path generated by each algorithm have been smoothed with the splines to facilitate the mobility of UAVs, due to limited dynamics and aerodynamics [8].

With it, the UAVs can carry out the trajectory in less time without stop. The environments tested are unstructured, similar to forests [3] and hilly areas [6], where can be made missions of monitoring or rescue.
3.2 Statistical Analysis

The metrics defined are average, variance, and standard deviation. Each algorithm executed 100 times. The metrics were applied to the execution time, that the algorithm took to calculate the best path, and to the path length. Tab. 2 shows the results of the algorithms, where the time is represented in seconds and distance in meters.

<table>
<thead>
<tr>
<th></th>
<th>PSO</th>
<th>GWO</th>
<th>GSO</th>
<th>PSO</th>
<th>GWO</th>
<th>GSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average time</td>
<td>0.38</td>
<td>0.33</td>
<td>0.52</td>
<td>0.55</td>
<td>0.50</td>
<td>0.64</td>
</tr>
<tr>
<td>Average distance</td>
<td>18.01</td>
<td>24.47</td>
<td>28.36</td>
<td>43.01</td>
<td>47.76</td>
<td>56.99</td>
</tr>
<tr>
<td>Variance time</td>
<td>0.0009</td>
<td>0.001</td>
<td>0.005</td>
<td>0.0005</td>
<td>0.002</td>
<td>0.008</td>
</tr>
<tr>
<td>Variance distance</td>
<td>4.54</td>
<td>54.3</td>
<td>46.6</td>
<td>14.82</td>
<td>7.50</td>
<td>23.87</td>
</tr>
<tr>
<td>Standard deviation time</td>
<td>0.03</td>
<td>0.14</td>
<td>0.07</td>
<td>0.07</td>
<td>0.04</td>
<td>0.09</td>
</tr>
<tr>
<td>Standard deviation distance</td>
<td>2.13</td>
<td>7.36</td>
<td>15.7</td>
<td>12.17</td>
<td>8.66</td>
<td>15.45</td>
</tr>
</tbody>
</table>

Tab. 2 shows that GWO can find the path in less time, with low variance and standard deviation from time, which shows reliability in its execution time. However, PSO, on the other hand, managed to find the shortest path, also having low variance and with a small standard deviation, showing reliability in the results found. As seen in the Section 2.6, the GSO has a higher time complexity, which can be confirmed by analyzing the average time between the three algorithms.

Although the PSO did not obtain the shortest time, the algorithm can be considered as the one with the best performance because it obtained the shortest path length and similar time to GWO, which obtained the shortest time. Also,
demonstrate the smallest variance and standard deviation concerning the path length and execution time. These results are to environment with 10 meters. With 30 meters the results are similar, except the variance and standard deviation of distance that are very variable. In environment with 30 meters the minor variance and standard deviation were of GWO shortly thereafter of PSO. That is, when the environment increases, the PSO becomes less reliable and the GSO maintains the same reliability, concerning finding the best path.

According Tab. 2 the algorithms have small differences when the size of environment is changed, in relation to average path length and execution time. Thus, in small environments the PSO proved to be better for use in problems that demand reliability and need to operate in real-time. However, in large environments the GSO would be a better choose, which despite presenting a longer path, is still faster and more reliable.

4 Conclusion

Path planning is a complex problem with NP complexity. In unstructured environments, this complexity tends to increase even more and the algorithms can have an impracticable execution time with a high computational cost. Therefore, in this article, uses meta-heuristic techniques, which generalize the solution of the problem and tend to find an optimal result in an acceptable time.

Were made a comparison between PSO, GWO, and GSO according to metrics for execution time and path length for understand what is the better algorithm for each task. The GSO presented a longer execution time, which was already expected due to its high time complexity. GWO showed the best execution time among the algorithms, while PSO returned the shortest path between them. In small environments, PSO has a low standard deviation and variance in the execution time and path length being better to perform real-time tasks, but in large environments, the GWO is the best option, according to its reliability.

For future work, will be realized a study to prove how is the best size of population and number of interactions to result in the best results to these algorithms. Besides, to using three-dimensional, dynamic, and unknown scenarios. And will add a secure area to turn the trajectory more security and feasible to the UAV carry out.
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