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Abstract—Maize is an important food crop in the world, but
several diseases affect the quality and quantity of agricultural
production. Identifying these diseases is a very subjective and
time-consuming task. The use of computer vision techniques
allows automatizing this task and is essential in agricultural
applications. In this study, we assess the performance of three
state-of-the-art convolutional neural network architectures to
classify maize leaf diseases. We apply enhancement methods such
as Bayesian hyperparameter optimization, data augmentation,
and fine-tuning strategies. We evaluate these CNNs on the maize
leaf images from PlantVillage dataset, and all experiments were
validated using a five-fold cross-validation procedure over the
training and test sets. Our findings include the correlation be-
tween the maize leaf classes and the impact of data augmentation
in pre-trained models. The results show that maize leaf disease
classification reached 97% of accuracy for all CNNs models
evaluated. Also, our approach provides new perspectives for the
identification of leaf diseases based on computer vision strategies.

Keywords—Convolutional neural networks; maize leaf; classifi-
cation; data augmentation; hyperparameter; Bayesian optimization.

I. INTRODUCTION

By 2050 the number of people worldwide is expected
to be almost 10 billion, driving the farm and food system.
However, agricultural production has several limitations related
to the degradation of agricultural land, water resources, climate
change, and food losses [1].

Maize, popularly known as “corn”, is the most produced
food crop in the world, exceeding wheat and rice production
[2]. Also, maize is a primary food used in several industry
sectors to produce food, beverage, and cattle feed. Recently, the
number of maize diseases and the degree of harm they cause
have increased, mainly due to the degradation of agricultural
land and changes in cultivation systems. Among the various
diseases that affect maize plantations, leaf disease is one of
the most critical and causes scaling down the crop yield and
food nutritional value [3].

Visual analysis of patterns in leaves is the procedure used
to identify leaf diseases in maize crops, but this process is
very subjective and time-consuming. Moreover, the inaccurate
identification of maize leaf diseases may lead to the wrong
usage of pesticides, which reduces the quality and quantity of
maize production, as well as health problems in humans [4].

The most promising technique for overcoming these lim-
itations is the development of automatic systems based on
computer vision to reduce losses and increase productivity [5].

Also, these techniques are financially attractive, especially for
farms in emerging countries.

With advances in computational resources, deep learning
models significantly outperform approaches based on hand-
crafted features. In particular, Convolutional Neural Networks
(CNN) provide automatic feature extraction from input images
and demonstrate effective results in visual recognition tasks
[6], [7]. Thus, CNNs can be used to identify maize crop
diseases in the early stages, which can help improve the
accuracy of plant protection and expand the use of technology
in precision agriculture.

This paper identifies a suitable method based on CNNs for
automatically classifying maize leaf diseases. Its main contri-
butions are: (i) a comparison of the performance of three state-
of-the-art CNN architectures in terms of accuracy, precision,
recall, and F1-score; (ii) exploration of these CNNs with fine-
tuning training; (iii) use of data augmentation strategies based
on random rotations, vertical and horizontal flips, to overcome
imbalance between the classes of the dataset.

The main novelty of this study is to find a suitable setup for
hyperparameter optimization using Bayesian optimization, as
finding the optimal hyperparameters to train CNN architectures
is challenging due to the fact that there is no optimum method
for the selection of hyperparameters. Also, the Bayesian op-
timization technique finds the best possible parameter setup
faster than grid and random search.

To the best of our knowledge, no other study in the lit-
erature realizes such hyperparameter optimization considering
different CNN architectures to classify maize leaf diseases. Our
results suggest that hyperparameter optimization combined
with fine-tuning training tends to be the best performing
strategy to classify maize leaf diseases. In fact, our best result
achieves an accuracy of 97%, which is very close to the highest
accuracy score presented in the literature.

The remaining of this paper is organized as follows.
Section II introduces the related work. Section III describes
the material and methods. Section IV indicates and discusses
the results. Section V presents conclusions and future work.

II. RELATED WORK

Considerable efforts have been dedicated to the develop-
ment of automatic systems based on computer vision for crop
disease identification. Mohanty et al. [5] evaluated two CNN
architectures to classify 14 crop species and 26 leaf diseases



from PlantVillage dataset, obtaining 99.35% of accuracy. The
same approach was adopted by Sladojevic et al. [8] to identify
plant disease from healthy leaves. However, they considered
leaf image takes from several datasets and achieved an average
of 96.3% accuracy on their experimental analysis. Too et al.
[9] performed a comparative analysis to classify 38 categories
of plant disease with different pre-trained CNN models and
achieved 99.75% of accuracy.

When considering maize leaf disease classification,
DeChant et al. [10] proposed an automatic identification of
northern leaf blight of maize and achieved 96.7% of accuracy.
Zhang et al. [11] improved two CNNs architectures and applied
data augmentation technique to classify eight kinds of maize
leaf diseases. Lin et al. [12] designed a multi-channel CNN to
classify five types of maize diseases using images takes from
Shandong Province farming area. Alehegn et al. [13] developed
a technique based on color, texture, and morphological features
to classify maize leaf diseases taken from Ethiopia farming
areas.

Bhatt et al. [14] proposed an approach based on CNNs and
adaptive boosting with decision tree-based classifier to classify
corn leaf diseases. The model developed by [14] reached an
accuracy of 90% using Inception-v2 with Random Forest and
the accuracy was improved to 98% using AdaBoost.

Priyadharshini et al. [15], also considered the same dataset
considered in this paper. They proposed a method for the maize
leaf disease classification using a CNN that shares the basic
architecture of LeNet-5, all images were preprocessed using
PCA whitening, and achieved an accuracy of 97.89%. Sibiya
& Sumbwanyambe [16] proposed a system based on CNN to
classify maize leaf diseases and obtained 92.85% of accuracy.
Hu et al. [17] tested a model based on pre-trained GoogLeNet
to classify maize leaf disease and obtained 97.60% of accuracy.

Recently, Waheed et al. [18] presented an optimized
DenseNet to classify corn leaf disease. The authors used grid
search to find the optimal hyperparameter values and the model
was trained using different sets of hyperparameters. However,
the grid search algorithm may have problems such as the curse
of dimensionality, and lack of resources to handle the time-
consuming operations [19]. In this paper, we used Bayesian
optimization, which allows obtaining better results in fewer
evaluations compared to grid search [20] [21].

In contrast to all previous works, in this work we consider
hyperparameter optimization, data augmentation and training
based on fine-tuning.

III. MATERIAL AND METHODS

The main purpose of this work is to provide a method able
to classify maize leaf disease images using CNNs improved
by Bayesian hyperparameter optimization. Fig. 1 illustrates
the steps of the proposed method. It is composed of three
main stages: a) the dataset splitting in training, validation and
testing sets; b) k-fold cross-validation training of the CNNs
architectures using Bayesian optimization for hyperparameters
selection; and c) decision-making of the models with the
testing phase.

Fig. 1. Steps of proposed method.

A. Image dataset

The images used were taken from PlantVillage 1 dataset
[5]. It contains 3852 images of maize leaf, each with a single
leaf in evidence, categorized into one of four classes: gray leaf
spot (513 images), common rust (1192 images), northern leaf
blight (985 images), and healthy (1162 images). To illustrate
the dataset, samples from each class are presented in Fig. 2.

Fig. 2. Examples of images for each class.

B. Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are the state of
the art in image classification tasks, were designed to extract
visual patterns directly from input images generating feature
maps to the next deep layer [6] [7]. In this paper, we tested

1Available in: https://github.com/spMohanty/PlantVillage-Dataset



three CNN architectures: AlexNet [22], ResNet-50 [23], and
SqueezeNet [24].

AlexNet [22] won the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) 2012. It is composed of
five convolutional layers, three max-pooling layers, and two
fully connected layers. Also, this architecture applies dropout
regularization to reduce overfitting and ReLU activation to
accelerate the training.

ResNet was proposed by He et al. [23] and won the
ILSVRC 2015. It is utilizes residual blocks to address the
gradient degradation in the training step. The different versions
of ResNet have 18,50, 101, 152, and 201 layers. In the present
study, we use the ResNet with 50 layers: one convolutional
layer of size 7×7, followed by several convolutional layers of
size 3×3 and 1×1.

SqueezeNet [24] architecture requires fewer parameters and
provides performance equivalent to AlexNet. SqueezeNet is
composed mainly of fire blocks that are squeeze convolution
layers of size 1×1, which goes into two expand layers, one
with a filter size of 1×1 and the other has a size of 3×3. The
feature maps obtained from the two expand layers feed into
a concatenation layer, being input to the squeeze layer that
outputs to the following fire module.

C. Hyperparameter Optimization

Hyperparameters are essential in deep learning algorithms
since those parameters define the details of training and affect
the performance of the models significantly [25]. The choice
of values for the hyperparameters is a crucial task as there
is no optimum method for the selection of hyperparameters.
The choice of hyperparameters values is represented as an
optimization problem, where the objective function is unknown
(it is a black-box function) and the hyperparameters are defined
as decision variables. The fine-tuned hyperparameters in this
paper are as follows:

• Batch size: the batch size is the number of images
that will be propagated through the CNN. A large
batch size requires less RAM and GPU consumption
but could result in a less accurate estimate of the
gradient. On the other hand, a smaller batch size
requires more RAM and GPU consumption, and fewer
groups (batches) will propagate on CNN [26].

• Learning rate: the learning rate defines the level of
adjustments of weight connections and network topol-
ogy, applied at each training epoch, being the main
parameter to tuning. This hyperparameter is optimized
in order to improve the runtime when using Stochastic
Gradient Descent (SGD) optimizer. A high learning
rate may sacrifice the accuracy generating a lack of
precision. On the other hand, a small learning rate
requires more epochs of training to learn the difference
between features [25].

• Momentum: the momentum coefficient is necessary to
stop the oscillations in the regions of high curvature
of the loss function generated by the SGD optimizer
[7].

We employed the optimization in order to minimize the
objective function, i.e., the cross-entropy function (loss func-
tion). The loss function was minimized by SGD optimizer with
momentum.

D. Bayesian Optimization

Bayesian optimization [27] is an efficient algorithm com-
posed by four parts: i) an objective function that defines what
will be optimized; ii) the performance of the model that varies
according to the hyperparameters setup; iii) the hyperparameter
space search, which is a list of possible solutions; and iv)
optimizer algorithm [20].

The objective function is unknown and is only defined
after the setup definition, allocating, training, and testing the
model. Therefore, the method considers the objective function
as a random function. The Bayesian optimization is called
Bayesian because the optimization strategy uses the Bayes’
theorem. In this context, given the evidence provided by data
D, the posterior probability P (m|D) where m is a model
proportional to the probability P (D|m) of overserving D given
model m multiplied by the prior probability of P (m), defined
in Equation 1.

P (m|D) =
P (D|m)P (m)

P (D)
(1)

In this study, we used Gaussian Process (GP) as the
probabilistic model [28]. GP is a model that generates data
located throughout some domain (here, the hyperparameters).
This method performs a hypothesis about unknown parame-
ters, based on parameters already found. The choices of the
Bayesian approach increasing the time for selecting hyper-
parameters but reduces the time need in the evaluation of
the objective function, requiring a less computational cost.
Therefore, Bayesian Optimization is high efficiency compared
to grid and random searches [20] [21].

E. Models Training

The classification validation was performed by stratified
k-fold cross-validation [29]. The dataset was randomly parti-
tioned into six stratified sub-datasets. Of the six sub-datasets,
five sub-datasets were used for cross-validation, and a single
sub-dataset is retained as the test data for testing the model.
The cross-validation process is then repeated five times, with
each of the k sub-datasets used exactly once as the validation
data. The five validation results were averaged to identify the
best model. After identifying the best model, we tested this
model using the single sub-dataset retained as the test data.

Fig. 3 shows the overall process of selecting optimal
hyperparameters. First, we separate the maize leaf disease
dataset into learning and test data. After, the learning data is
separated into training and validation data, and k-fold cross-
validation based on a Bayesian optimization is carried. It
performs the verification of the model on the basis of the pre-
set hyperparameter and the k-fold value. Finally, the model
is trained by using the optimal hyperparameters found by
Bayesian optimization. Also, in order to analyze the general
classification performance, we have chosen the macro-avg
evaluation, which makes an averaging calculation by class



and measured using the test data and considering accuracy,
precision, recall, and F1-score indices, computed from the
confusion matrix [30].

Fig. 3. Process of hyperparameter selection and model evaluation with the
k-fold cross-validation.

For the hyperparameters of each CNN model, we consider:
(i) batch size; (ii) learning rate; and (iii) momentum (as
described in Section III-C). The values used to perform the
Bayesian optimization for the hyperparameters are listed in
Table I and all hyperparameters are searched considering a
uniform distribution.

TABLE I. HYPERPARAMETER SEARCH SPACE USED FOR BAYESIAN
OPTIMIZATION.

Hyperparameter Value

Batch Size [16, 32]

Learning Rate [0.001, 0.01]

Momentum [0, 1]

The best values found through the cross-validated Bayesian
optimization process are depicted in Table II.

IV. RESULTS AND DISCUSSION

In this section, we compare the model prediction perfor-
mance across each CNN evaluated.

A. Experimental Environment

All experiments were executed on a machine with an Intel
i5 3.00 GHz processor, 16 GB RAM, a GPU NVIDIA GeForce
GTX Titan Xp with 12 GB memory, and operating system
Ubuntu 16.04.2 LTS. The models were programmed using
Python (version 3.6) and PyTorch (version 1.4) deep learning

framework [31] with CUDA version 8.0 and cuDNN 6.0. The
hyperparameter optimization algorithm Bayesian was drawn
from the bayesian-optimization2 library, version 1.2.0.

According to the process shown in Fig. 3, the five-fold-
cross-validation Bayesian optimization was performed and the
optimal hyperparameters for each CNN are found through each
model tuning. The training was performed using the optimal
hyperparameters (see Table II) defined for each CNN and the
learning epochs were set to 30. All CNNs evaluated were
previously trained using ImageNet dataset [32], adjusting the
parameters in the deepest layers. Also, we resized all images
to 224 × 224 pixels to adapt for the input of each CNN archi-
tecture evaluated, and we applied data augmentation strategies
[22] in the training images by random rotation (considering
angles between 0◦ and 360◦), vertical and horizontal flips.

B. Experimental Results

The experiment is performed to compare the performance
of each CNN to classify the maize leaf disease dataset. Tables
III, IV, and V presents the accuracy, precision, recall, and
F1-score obtained when testing each CNN with optimal hy-
perparameters defined by Bayesian Optimization. Interestingly,
the three CNNs achieved 97% of accuracy and this indicates
that optimization allowed a better generalization in all models.
Also, our best result of 97% accuracy was better or very close
to the accuracy scores presented in the literature (92.85% in
Sibiya & Sumbwanyambe [16], 97.60% in Hu et al. [17], and
97.89% in Priyadharshini et al. [15], 98% in Bhatt et al. [14]).

We observed that when comparing the overall performance
of all four classes, the class gray leaf spot showed slightly
lower performance indices. This is due to the imbalance
between the classes: the gray leaf spot is the smallest class,
about 43% of the size of the largest class (common rust).
To overcome the imbalance, we applied data augmentation
strategies, which not allowing a significant decreasing in the
classification performance.

In addition to classification evaluation, we also analyzed
the correlation between each of the four maize leaf classes
registered from experimental results considering the testing set,
as shown in Fig. 4. In this representation, we observed that
there are a few correlations, which are categorized into weak
(≤ 0.39) and moderate (≥ 0.40). We will focus our analysis on
the moderate correlation, which is of most interest in our study.
As can be seen in the Fig. 4, the correlations between the gray
leaf spot, common rust, and healthy classes have a moderate
intensity of the correlation for ResNet-50 and SqueezeNet.

The correlation between the common rust and gray leaf
spot classes indicates that when a leaf is common rust, there
is a possibility of classifying it as a gray leaf spot. And,
the correlation between the gray leaf spot and healthy leaf
indicates that there are situations where gray leaf spot is
classified as healthy. This result suggests that there are some
cases in which the patterns between the leaves are similar,
although the leaves are of different classes.

Although the studies proposed by [14], [15], [16], and [17]
use the same dataset considered in our study, they considered
a hold-out validation technique, which generates biased sets

2https://pypi.org/project/bayesian-optimization/



TABLE II. HYPERPARAMETERS OPTIMIZED FOR EACH CNN.

Hyperparameter AlexNet ResNet-50 SqueezeNet

Batch size 32 32 18

Learning rate 0.0036931912206946992 0.0042498507802230421 0.0026763419023990384

Momentum 0.13865257470287484 0.4755170748794698 0.34556072704304774

Fig. 4. The correlation between four maize leaf classes considering each CNN evaluated.

TABLE III. TESTING PERFORMANCE FOR ALEXNET ARCHITECTURE.

Precision Recall F1-Score

Gray Leaf Spot 91% 85% 88%
Common Rust 100% 99% 100%
Northern Leaf Blight 92% 95% 93%
Healthy 99% 100% 100%

Average 96% 95% 95%

Accuracy 97%

TABLE IV. TESTING PERFORMANCE FOR RESNET-50 ARCHITECTURE.

Precision Recall F1-Score

Gray Leaf Spot 86% 93% 89%
Common Rust 100% 99% 100%
Northern leaf blight 96% 91% 93%
Healthy 99% 100% 100%

Average 95% 96% 96%

Accuracy 97%

TABLE V. TESTING PERFORMANCE FOR SQUEEZENET
ARCHITECTURE.

Precision Recall F1-Score

Gray Leaf Spot 86% 93% 89%
Common Rust 100% 99% 100%
Northern leaf blight 96% 91% 93%
Healthy 99% 100% 100%

Average 95% 96% 96%

Accuracy 97%

and unexpected values of accuracy. In contrast, we adopted k-
fold cross-validation technique to better estimate the accuracy
of the studied CNN architectures, which is more robust to
outliers and eventual overfitting.

The general quality of our optimized models was estimated
using the F1-Score. This metric is an excellent alternative to
deal with the imbalance between the classes because it is the
harmonic average between precision and recall calculations.
Therefore, in terms of F1-Score, the best result was obtained
by ResNet-50 and SqueezeNet models (96%).

V. CONCLUSION

The results presented in this study allow us to conclude
that for maize leaf disease classification, the use of CNNs
improved through Bayesian hyperparameter optimization is
a promising alternative. Based on the comparative analysis,
we could conclude that our best result of 97% was better or
very close to the accuracy scores presented in the literature.
Moreover, it is important to stress that our method is validated
using a cross-validation strategy, which is more robust to over-
fitting and generates results more reliable. Our results suggest
that hyperparameter optimization improved the performance
of all CNNs evaluated. The models generated have been able
to extract important features about visual patterns of maize
leaf. Although the main focus of this study is to classify
maize leaf diseases, a classifier system that identifies with high
performance a healthy leaf is attractive for farmers to manage
the need resources on the crop.

We believe that our approach requires less time investment
in a real-world context because the maize leaves can be
acquired without the need to place them on a homogeneous
background. Thus, this study is suitable for farmers looking for
early detection or breeders evaluating the incubation period for
a given disease.



As future work, we hope to apply our approach to classify
more types of maize leaf and other types of leaf diseases,
evaluate further optimization algorithms, and exploit more data
augmentation strategies.
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