Unsupervised Segmentation of Cattle Images Using Deep Learning
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Abstract—In this work, we used the Deep Learning (DL) architecture named U-Net to segment images containing side view cattle. We evaluated the ability of the U-Net to segment images captured with different backgrounds and from the different breeds, both acquired by us and from the Internet. Since cattle images present a more constant background than other applications, we also evaluated the performance of the U-Net when we change the numbers of convolutional blocks and filters. Results show that U-Net can be used to segment cattle images using fewer blocks and filters than traditional U-Net and that the number of blocks is more important than the total number of filters used.
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I. INTRODUCTION

Today, information technology is a key tool to improve the management of cattle and dairy herds in the industry. Many technologies, like computer vision-based systems, help us to detect and track animals, and to analyze their social behavior, thus enabling us to detect changes in their usual behavior in a farm environment [1]–[3].

Although there are many challenges in the identification of animal species, this is a less complex task when compared with plant identification. Animal biology is more consistent among individuals, i.e., they have well-defined morphological patterns and have few intraspecies variations. As a result, many approaches have been developed over the years for this task [3]–[8].

Recently, convolutional neural networks (CNN) have emerged as a new approach to classify and segment images in highly complex situations. They are biologically inspired by the concept of the receptive field present in the human visual system and can learn the attributes from the data. They accomplish that by exploring spatial correlations in the image, transforming it, and by reducing the image information to more relevant semantic information [9]–[11].

In this paper, we address the problem of cattle segmentation from single images using CNN. To accomplish this task we propose the use of U-Net deep neural networks architecture. We also evaluated the impact of using different numbers of convolutional blocks and filters in the U-Net as cattle images present a more constant background than other applications. The remaining of this paper is organized as follows: Section [II] reviews the recent literature in the area of animal segmentation in a farm environment. Section [III] describes image segmentation and the semantic segmentation network used in this work.

In Section [IV] we describe our experimental setup and the dataset used for the experiments. Section [V] shows the yielded results and discusses them, while Section [VI] concludes this work.

II. RELATED WORK

Target detection is a fundamental step for many applications involving animals in a farm environment. This has motivated the development of many approaches for animals’ segmentation, mostly focused on the analysis of video sequences for perceiving animal behavior.

In [12] an algorithm is proposed to segment side-view images of cows on a farm. The authors computed the bounding rectangle of cows using the frames difference method to extract the local background in frames. They also adjusted the summation coefficients on RGB channels to improve the contrast between the target and the background images in order to improve cow detection.

The authors in [2] used simple background subtraction techniques to extract cow’s region in pasture using a fixed bird’s eye video camera. They were able to estimate cow’s size and location and to track the animal’s movements to detect any interaction. To shorten the processing time, the authors proposed the use of a composite background image and brightness to improve the detection accuracy and to reduce the search images [13].

In [3] the authors proposed an algorithm to detect mounting behavior in dairy cattle. The proposed approach combines the black-and-white pattern and texture information of Holstein cows to detect their regions in the complex background of a farm. From each region, they extract geometric features and a SVM is used to classify each into mounting and non-mounting regions, which allowed the identification of mounting behavior.

An algorithm to segment and track piglets from the top was proposed in [14]. It combines image differencing with respect to a median background and a Laplacian operator to segment moving piglets present in a pen covered with plain straw. For tracking, piglets were modeled as ellipses initialized on the blobs previously detected.

In [1] an algorithm to segment sow in grayscale video images obtained from the farrowing pens is proposed. It combines dyadic wavelet transform with a Gaussian mixture model to perform illumination variant background subtraction. The authors stated that the method is efficient even when images present very poor quality.
Group-housed pigs segmentation is proposed in [5]. To accomplish that the authors used a combination of Mixture of Gaussians (MoG) using prediction mechanism (PM) and threshold segmentation algorithm to segment and detect foreground objects of pigs in overhead views of group-housed environments. They claim that their approach is robust to a series of variations in the scene, including light changes, the influence of ground urine stains, water stains, pigs’ slow movement patterns, and varying colors of foreground objects.

In [6] a novel approach to estimate the illumination and reflectance of an image is described. The authors used a homomorphic wavelet filter (HWF) and defined a wavelet quotient image (WQI) model that is capable of segmenting sows in grayscale video captured in complex farrowing pens. They also claim that the approach could be applied to detect the domestic animals in complex environments under a great variety of conditions.

### III. Image Segmentation Using Deep Learning

Image segmentation is usually described as the process of dividing an image into different regions, each one related to a different object. From a semantic point of view, this process enables us to simplify the image content, as it group pixels of the image according to their properties, thus creating different regions of interest that can be explored or analyzed by other algorithms. This is a fundamental step for many other algorithms and applications, which makes image segmentation an important research field. Its use is well documented in many, and different applications, ranging from computer-aided diagnosis [15], [16] to the development of autonomous vehicles [11], [17].

Until recently, the main approach to perform image segmentation was to explore the relationship between pixels in order to detect the regions with similar properties. To accomplish that, researchers relied on hand-crafted descriptors to compare pixels in nearby regions. However, these descriptors are suitable for specific types of image content and may fail for other classes of images.

This has changed with the emergence of segmentation networks. These networks use the same concept as other Convolutional Neural Networks (CNN), with the difference that they aim the classification of image pixels into different classes, while traditional CNN aims to classify at the image level. As the CNN, segmentation networks are able to compute the best set of descriptors for a given image segmentation problem.

One of the most used segmentation networks is the U-Net [18]. It was initially proposed to address the problem of biomedical image segmentation. This network is structured into two segments, named contracting and expanding networks, given the network its characteristic “U” shape.

The contracting network is similar to a traditional CNN and it is the first segment of the image. It is composed of 5 blocks of two convolutional layers (each block followed by a ReLU unit) and a 2 × 2 max-polling layer. In this segment, as the input’s dimensions halves, the number of filters doubles.

The expanding network operates in an inverse way: it is also composed of 5 blocks of two convolutional layers (this time without a ReLU unit). However, instead of a 2 × 2 max-polling layer, each block is followed by a 2 × 2 Transpose convolution layer to restore the original image size. Additionally, it concatenates the features maps from the respective step of the contracting network. This is performed so that the network can properly reconstruct the image. In this segment, as the input’s dimensions doubles, the number of filters halves, so that both networks segments present the same number of blocks.

Lastly, a 3 × 3 convolution layer is applied to the output of the expanding network. This layer is responsible to convert the output network of each pixel to a given segmentation class.

### IV. Experiments

In order to perform our experiments, we created a dataset with cattle images. Initially, our proposal was to collect images of cattle from a farm to train the segmentation network, thus ensuring control in the acquisition process. However, this task proved to be fruitless and very laborious due to the stress caused to the animal, and it was, therefore, abandoned. The number of images obtained by this process was not enough to train a network (only 34 images) and, thus, we collected cattle images from the Internet to increase the number of images in our dataset. We manually selected a total of 179 RGB images containing the side view of the cattle, without watermarks or other elements that could hinder the training process. After collecting the dataset (213 images) cropped and adjust the image to ensure that all of them have 512 × 512 pixels size. Additionally, we manually labeled the cattle in all images. Figure 1 shows some examples of the images in our dataset.

![Fig. 1. Examples of cattle images in our dataset: (a) Images collected from Internet; (b) Images acquired by the authors.](image-url)

For this segmentation task, we created a personalized U-Net with an input size of 256 × 256 pixels. Traditionally, this network has 5 convolutional blocks in each contracting and expanding path. We kept this structure but we used a different configuration in the number of filters. We opted to start with 16 filters in the first block and to double this value as we advance to the next block until the maximum of 256 filters is achieved in the 5th block. We opted for this approach as the number of...
TABLE I
U-NET CONFIGURATIONS USED IN THE EXPERIMENTS.

<table>
<thead>
<tr>
<th># of blocks</th>
<th># of filters</th>
<th># of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>16, 32, 64, 128, 256</td>
<td>3,331,697</td>
</tr>
<tr>
<td>4</td>
<td>16, 32, 64, 128</td>
<td>823,921</td>
</tr>
<tr>
<td>3</td>
<td>16, 32, 64</td>
<td>196,721</td>
</tr>
<tr>
<td>2</td>
<td>16, 32</td>
<td>39,793</td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>2,785</td>
</tr>
<tr>
<td>1</td>
<td>32</td>
<td>10,177</td>
</tr>
<tr>
<td>1</td>
<td>64</td>
<td>38,785</td>
</tr>
<tr>
<td>1</td>
<td>128</td>
<td>151,297</td>
</tr>
<tr>
<td>1</td>
<td>256</td>
<td>597,505</td>
</tr>
</tbody>
</table>

parameters in the original U-Net may be prohibitive for some computers to handle.

Since cattle images present a more constant background than other applications, we also evaluated the impact of using different numbers of convolutional blocks in the segmentation results. To accomplish that, we removed the last block of the contracting path and its respective block in the expanding path. We also evaluated if a single block is enough if a proper number of filters is provided. Table I presents the U-Net configurations evaluated.

We compared the segmentation results provided by the network with our manual segmentation using the Dice coefficient, $D$:

$$D = 2 \frac{|A \cap B|}{|A| + |B|},$$

where $D, 0 \leq D \leq 1$, is the level of similarity between images; $A$ and $B$ are the segmentation provided by our method and by the expert, respectively. The more the value $D$ is close to 1, the more similar the images are.

V. RESULTS AND DISCUSSION

This section reports the results achieved for each network. We conducted the experiments on a personal computer with Intel(R) Core(TM) i7-7700 CPU @ 3.60GHz, 32 GB RAM, 64-bit Windows OS, and GPU NVIDIA GeForce GTX 1050 Ti, 4 GB GDDR5. We also used Python 3.6 and Keras 2.1.6-tf with TensorFlow 1.10.0 and CUDA Toolkit 9.0 to implement and test the experiments. We executed the training for 1,000 epochs and to compose the training set we randomly selected 80% of the images.

Figure 2 presents the boxplot distribution of the Dice coefficient obtained when using different numbers of convolutional blocks in the network. Notice that the reduction from 5 to 3 blocks has almost no impact on the performance of the network, as these networks obtained high values for most of the samples. This is corroborated by Figure 2 which shows that both average and median Dice coefficients remained high although the network had undergone a great reduction in the number of parameters. For example, the network with 3 blocks has only 5.9% of the trainable parameters of one with 5 blocks. This confirms our original idea that cattle images present a more constant background, thus requiring less semantic levels of feature extractions in the network. However, a further reduction in the number of convolutional blocks compromises the network’s ability to segment images, as shown by the drastic reduction in the Dice coefficients achieved.

By reducing the number of convolution blocks we also reduce the number of trainable parameters. So, the deterioration in the results may be due to the reduction in the number of parameters instead of the number of blocks. To test this theory we also evaluated if a single block is enough if a proper number of filters is provided.

Figures 4 and 5 show, respectively, the boxplot distribution and the average and median Dice coefficient as we change the number of filters in a single convolutional block. Notice that, independent of the number of filters used, the network is unable to achieve a segmentation result similar to those of the networks containing more blocks. Although a single block with 256 filters contains more trainable parameters (597,505) it performs poorly when compared to a network with 3 convolution blocks (196,721), which contains only 32.92% of the parameters. As we can see, the number of blocks improves the ability of the network to extract semantic features and to segment cattle from image, a more important feature of the network than its total number of parameters.

Figures 6, 7 and 8 show some examples of images segmented using different networks. It is noticeable that the deterioration of the results is a consequence of the reduction of the number of blocks from five to two, and how a single block, despite the number of filters used, is not suitable for the task.

VI. CONCLUSION

In this paper, we addressed the problem of cattle image segmentation. The main goal was to segment side view images
of cattle with different backgrounds. To accomplish that we used a personalized version of U-Net. We also evaluated the impact of using different numbers of convolutional blocks and filters in the U-Net architecture. Results showed that U-Net is able to segment the images using fewer blocks and filters than traditional U-Net and that the number of blocks is more important than the total number of filters used. In future work, we aim to expand the dataset used in the experiments, explore other models of semantic segmentation networks and embed our approach in a smartphone.
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Fig. 6. Examples of cattle images and their respective segmentations.

Fig. 7. Examples of cattle images and their respective segmentations.

Fig. 8. Examples of cattle images and their respective segmentations.