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Abstract—Facial landmarks represent regions of interest whose detection and localization generate features supporting the identification of movements, feelings, and reactions. Most facial feature detection algorithms focus on entire semantic areas, such as the region of a mouth which allows granulated manipulation that is essential for a wide domain variety. This paper describes a systematic mapping of the detection of landmarks in human faces and their application domains. The identification and selection methods of primary studies include automatic search on information sources, inclusion, and exclusion criteria over 344 scientific papers from 2015 and 2021, from which we analyzed and synthesized 115 primary studies. Our analysis considered the implementation of methods, types, and uses of data extracted from the mouth. The mapping brought exciting information as new methods, datasets, and domains researched through the time interval reviewed as well research gaps that can be explored.

Index Terms—systematic mapping, human face, detection and recognition of landmark

I. INTRODUCTION

In the realm of computer vision, a landmark is a recognizable natural or artificial feature used for navigation. On the other hand, facial landmarks are regions of interest on the face such as the nose tip, eyes corners, chin, mouth corners, nostril corners, eyebrow arcs, and ear lobes. The detection and the localization of facial landmarks generate features supporting the identification of movements, feelings, and reactions. For example, information extracted from landmarks identifies expressions [1], [2] and performs face recognition [3], [4] such as a tired person driving a car [5]–[7], a person smiling [8], [9], a person paying attention to a video call [10], [11] or even a person having a stroke [12], [13]. Therefore, landmarks play a prominent role in the extraction of information from regions of human faces [14].

For analysis purposes, most landmark detection algorithm focuses on an entire facial semantic region, such as the whole region of a mouth. Mouth state detection empowers distinct applications such as the detection of a smile (a type of feeling), the diagnosis of health conditions (stroke and others), the start of a recording of speeches, and the correct training of phonological exercises.

This paper presents a Systematic Mapping (SM) study [15], [16] that charts primary research on detection and recognition of mouth landmarks in human faces. The SM protocol includes automatic search on six relevant information sources (ACM, Engineering Village, IEEE, ScienceDirect, Scopus, and Web of Science), and inclusion/exclusion criteria over 344 papers published between 2015 and 2021, inclusive. From 344 articles, we analyzed and synthesized 115 primary studies by considering the implementation of methods and the types and the uses of data extracted from the mouth.

This SM intends to raise all algorithms, feature extraction techniques, image/video database and domains in which landmarks are applied on the human face, especially involving the mouth, to serve as a guide on the subject, being reproducible over time, as well as exploring possible research gaps.

This paper’s structure is as follows: Section 2 describes related works among the field; Section 3 describes the SM protocol; Section 4 reports the data extraction and synthesis of the relevant studies, and Section 5 discusses the findings and Section 6 brings final remarks.

II. RELATED WORK

In [17], the authors established 5 stages for defining landmarks: (i) objective definition, (ii) dataset selection, (iii) regions of interest, (iv) model definition and, (v) model training and evaluation, along with eleven datasets (Multi-Pie, MUCT, XM2VTS, Menpo benchmark, 300W, HELEN, AFLW, LFW, BioID, PUT and Caltech 10k web faces), a comparative analysis between OpenCV and Dlib, concluded that Histogram of Gradient (HOG) algorithm applied to Dlib outperforms OpenCV and Viola-Jones algorithm in most scenarios.

The work in [18] reviewed facial landmark detection in the realms of Deep Learning. Landmark extraction was separated into five categories: (i) sparse facial landmarks detection; (ii) dense facial landmarks detection; (iii) landmarks detection with Recurrent Neural Networks (RNN); (iv) landmark detection with likelihood maps, and (v) landmark detection with multi-task learning. In landmark tracking RNN, RED-Net, Long Short-Term Memory (LSTM), Cascade Regression,
and Convolutional Neural Networks were the most chosen methods. The authors came to a conclusion that Deep Learning methods outperform others, despite efficiency issues and complexity, especially on real-time video analysis.

An extensive approach was performed by [19] where facial landmarks were categorized into holistic methods, Constrained Local Model (CLM) methods, and the regression-based methods. The authors enumerate 16 most used databases for benchmarking as well as 23 softwares for landmark purposes (18 for academic use and five for commercial use). In short, the authors concluded that there is no single algorithm that can approach all cases and one database that contains all variations for a unique model generalized. In addition, landmark detection relies on face detection which may have a high computation cost for real-time processing. Finally, the authors conclude that an approach that covers all three methods described (holistic, CLM and regression-based) must benefit new generalized models capable of covering a wide variety of "in-the-wild" conditions.

The articles cited, despite bringing a valuable contribution to the area, did not establish a period of time of the studies, so little demonstrated how the survey was carried out, and, in general, approach the theme only about the vision of neural networks. Our work is also aimed at establishing a protocol that is reproducible over time, and, presenting all studies, in the last seven years, which dealt with landmarks theme on the human face, mainly involving the mouth, so that it is possible to evaluate which techniques, algorithms, and datasets are best applicable to a particular domain, considering that, as described above by the other surveys, there is no single technique, nor database that can encompass all scenarios.

III. THE SYSTEMATIC MAPPING PROTOCOL

Systematic Mapping (SM) consists of the identification and classification of primary studies of interest. Moreover, SM supports gathering information about a subject, to identify best and regular practices [16].

A. Research Questions and Search Strategy

To achieve the goal, we conducted steps that included the planning of SM, the execution of the SM protocol, and publishing of results. In the planning stage, we defined research questions and a research protocol. In SM, research questions tend to be more generic than a Systematic Review [20], since SM establishes the subject trends or state-of-the-art.

Based on the goal of identifying and analyzing the use of mouth landmarks in human faces, we formulated the following Research Questions (RQs):

RQ1: Which do primary studies apply the landmark technique for image pattern recognition in human faces?
RQ2: Which are the most used techniques to extract or to select features?
RQ3: Which are the algorithms used to recognize the patterns by considering landmarks?
RQ4: Which are the datasets used to perform the analysis?
RQ5: What are the domains in which the technique involving landmarks in the human mouth acts?

The question structure suggests four points of view [21] called PICO (Population, Intervention, Comparison, and Outcome) as Table I describes:

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Answered by research question #</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population</td>
<td>RQ1</td>
</tr>
<tr>
<td>Intervention</td>
<td>RQ2</td>
</tr>
<tr>
<td>Comparison</td>
<td>RQ3, RQ4 and RQ5</td>
</tr>
<tr>
<td>Outcomes</td>
<td>Information relationship between RQ3, RQ4 and RQ5</td>
</tr>
</tbody>
</table>

As seen in Table I, the RQs consist of information about (i) which will be observed in the context of the systematic mapping (Intervention: RQ2), (ii) techniques for feature extraction (Intervention: RQ2), (iii) who will be noticed (Population: RQ1), and (iv) expected results (Results: RQ3 - algorithms, RQ4 - datasets and RQ5 - domains) and their relationship intersections.

The RQ2 aims to identify techniques often used to manipulate features among pattern recognition processes. RQ3 investigates the recent use of landmarks by pattern recognition algorithms. RQ4 aims to discover datasets used in human face pattern researches. Finally, RQ5 identifies which domain fields are explored by the studies.

To perform automatic searches, the next step was the formulation of a search string. The first search string was the following keywords linked by AND logic operators: mouth, landmark, and detection. For each keyword, we defined synonyms using the OR operator as described:

(mouth AND landmark AND detection) OR (mouth AND landmarks AND detections) OR (mouth AND face AND landmark AND detection)

After this naïve search string performed, the search string exploited the keywords returned by some of the papers of interest. We repeated this method until we achieved the last search string by acquiring a large number of papers as minimizing unrelated ones, which was:

facial AND mouth AND landmark AND detection

Next, we looked for primary studies on scientific information sources by using the search engine. We chose the following sources: ACM Digital Library, Engineering Village, IEEE Xplore Digital Library, ScienceDirect, Scopus, and Web of Science. The criteria to choose them include the relevance for the Computer Science area, the availability of a search mechanism on the Web with logical expression support, the possibility of search over papers metadata, and a presence of a temporal filtering mechanism. We also defined the selection of solely English-written articles published from 2015 to 2021, inclusive.

We submitted the final query on 2021-09-21 to the selected digital repositories. Then we eliminated duplicated papers,
B. Selection of Primary Studies

The definition and the assignation of inclusion and exclusion criteria based on RQs support the selection of studies. Inclusion criteria are features that the retrieved studies must have to be included in the resulting mapping, while exclusion criteria are features that disqualify studies from the inclusion.

When a retrieved study matches with at least one exclusion criterion, we excluded this study from the mapping. For the systematic mapping, we defined the following Exclusion Criteria (EC):

- **EC1**: It is not a primary study.
- **EC2**: The study is not a full paper.
- **EC3**: The study is an older version of another study.
- **EC4**: The study is older than 7 (seven) years considering 2015-2021.
- **EC5**: The study does not employ the landmark technique on human face image pattern recognition.
- **EC6**: The study does not have an abstract.
- **EC7**: The full paper is not available on the Web or the Portal de Periódicos da Capes.
- **EC8**: It is not an English written study.
- **EC9**: The study does not make use of the landmark technique on the mouth, even indirectly.
- **EC10**: It is a duplicate study (an identical study found on another database).

After selection by exclusion criteria, we analyzed the other studies according to Inclusion Criterion (IC). If at least one of the requirements was met, we carried out an in-depth reading of the study.

- **IC1**: The study presents a comparative research of landmark techniques for pattern recognition in images of human faces.
- **IC2**: The study presents a new approach to landmark techniques for pattern recognition in images of human faces.
- **IC3**: The study presents a landmark technique for pattern recognition in images of human faces.

Initially, 344 papers were retrieved from the databases considering papers from 2015 to 2021 inclusive in which 203 duplicate studies were excluded. Next, we read the title, summary, and keywords of each of the 141 remaining studies applying the exclusion and inclusion criteria. As a result, we selected 137 potentially relevant studies based only on the reading and interpretation of the content of the respective metadata.

In the data extraction activity, described in the next section, we utterly read each one of the 135 remaining studies.

IV. Data Extraction and Synthesis

The 137 primary studies remained from the study selection stage were utterly read in data extraction phase, and 22 papers were excluded by exclusion criteria (Table II). As a result, 115 papers were selected to extract the answers for the RQs (data synthesis).

<table>
<thead>
<tr>
<th>Stage</th>
<th>EC1</th>
<th>EC3</th>
<th>EC5</th>
<th>EC7</th>
<th>EC9</th>
<th>EC10</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Studies Selection</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>203</td>
<td>207</td>
</tr>
<tr>
<td>Data Extraction</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>17</td>
<td>1</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>4</td>
<td>1</td>
<td>3</td>
<td>17</td>
<td>1</td>
<td>203</td>
<td>229</td>
</tr>
</tbody>
</table>

The contributions of each information source after reading and excluding papers based on criteria of this SM are Scopus (82), IEEE Digital Library (19), Engineering Village (10), Web of Science (3) and, ACM Digital Library (1). All five papers from ScienceDirect were eliminated by being duplicated into another information source (EC10). Figure 1 illustrates the number of papers published by year and information source.

A. Landmark with Features Extraction and Selection Techniques

To answer the RQ2, 115 different studies about landmarks treat of this theme. Precisely, 75 proposed new approaches, 23 of these studies exploited the HOG [22], 11 studies applied Eye Aspect Rate (EAR) [23] and SVM Support Vector Machine [24], and nine studies described Mouth Aspect Ratio (MAR) [25].

The new approaches are proposed by scientists who developed their methodology to extract and select features of face images. The other most used techniques are well-founded techniques with excellent results published in the literature for a long time [1], [26]–[38], including the patented SIFT technique [7], [8], [31], [34], [38], [39].

1Available at https://www.periodicos.capes.gov.br.

2All papers found and their relationships with RQs are available at https://drive.google.com/file/d/1Ehz7i88dLA95RcPNTMKYypQd9mdMB/view?usp=sharing.
Although, most studies applied their concept technique to extract features, HOG plays a significant role in landmark field, usually combined with SVM for feature selection that most describes the domain they are at [1], [30], [37], [40]–[57]. Lastly, EAR and MAR usage derives from the most research domain: Driver Fatigue/Inebriation/Drowsiness, as these techniques are used for verifying closed eyes or yawning on a driver [42], [58]–[60].

B. Landmarks with Pattern Recognition Algorithm

The answers to the RQ3 describe the majority of studies (52) develop its learning algorithm to recognize a pattern. The second most used algorithm is (26) Support Vector Machine [24]. (18) Convolutional Neural Networks (CNN) [61] were in the third position. The fourth is the (11) Viola-Jones algorithm [62] followed by (7) K-nearest neighbors (K-NN) [63].

As the majority of studies have created new algorithms to recognize mouth landmarks, it suggests an open research problem. There is no consensus about which technique provides the most acceptable solution and highlights the growth of this field.

However, it is noteworthy that SVM appears to be more connected with studies relative to driver fatigue/inebriation/drowsiness. CNN is applied to the same field as well, tied with defining landmarks, considering neural networks have a great precision combined with recognition/detection speed, although demanding high computational power to provide these qualities.

C. Datasets

Most studies created their datasets. (41) 300 Faces In-The-Wild Challenge [64] was the second most used dataset followed by the (14) HELEN dataset [65]. (11) Labeled Face Parts in the Wild [66] occupies the third position followed by (8) Annotated Faces in The Wild (AFW) [67] in fourth position.

The 300-W is composed of a total of 600 outdoor and indoor images from sites. This database contains one to seven faces in variations of positions, expressions, and light conditions. A tool developed by [64] automatically arranges the landmarks.

Consultants created the HELEN dataset and manually positioned the landmarks using Flickr images of faces with a resolution higher than 500 pixels in various light conditions, poses, and facial expressions.

LFPW contains only images of human faces acquired from sites by using simple queries. It added landmarks manually. The Annotated Faces in the Wild (AFW) comprises random Flickr images obtained with variations of background, face positions, expressions, and appearance (age, sunglasses, makeup, skin color, etc.). The 300-W allows the inclusion of landmarks in face images by automated methods. Despite that, the LFPW and HELEN datasets detect parts on the human face (eyes, mouth, nose, etc.). Regarding the Annotated Faces in the Wild aimed at the detection of the human face.

D. Applications of Studies Found

Most of the studies try to determine driver fatigue, inebriation, or drowsiness (30). Define landmarks was the second most research theme (25), followed by facial expression recognition (20). Head pose estimation, which is used to define landmarks and to improve accuracy on face detection (8). The fifth domain was facial recognition (4), facial construction/reconstruction (3), stroke recognition, face detection and, visual voice detection were in the sixth position with three studies each.

Domains like attention detection, estimate age, fatigue detection, gender recognition, micro-facial expressions recognition, mouth tracking, and smile detection have endeavored two times each. Finally, domains such as classify face parts, classify physical exercise intensity, detect face with occlusion, detect facial paralysis, detecting swearing on sports events, driver distraction, estimate heartbeat, track eyes, generate a 3D model, grading facial paralysis, detect human face contour, perform a landmark semantic segmentation, localize inner eye canthus, provide a markless motion capture and prevent cheating in online tests were cited one time by studies found.

V. DISCUSSION

This paper achieved its goals by mapping 115 studies, from 2015 to 2021 inclusive, in the field of computer vision and computer science, supported by a string defined to extract the necessary information and answer five research questions. Our results help to determine the actual state-of-the-art about human face pattern recognition, especially evolving the mouth.

The bubble graph in Figure 2 unifies the answers of RQ3, RQ4, and RQ5 after analyzing the 115 articles resulting from the systematic mapping process. Figure 2 brought the five topics that most appeared in SM, considering the areas of algorithms, database, and domains, concatenated in a three-dimensional chart, where it is possible to visualize the relationships between them, as well as possible research gaps.

It is noteworthy that 16 of 29 driver fatigue/inebriation/drowsiness citations had their own dataset built due to the lack of a specific dataset for the specified domain [68], [69]. However, considering the number of research papers that explored this domain, their datasets built, and other datasets used for building, a new dataset unifying those could be beneficial for new models for this domain problem.

There is a homogeneous distribution between the Viola-Jones and Convolutional Neural Networks. The Viola-Jones algorithm is the precursor of human facial recognition in images with very diverse datasets of frontal face images by considering different lighting, pose, and occlusion conditions. Consequently, they are capable of producing robust implementations of generalized models of recognition facial. Convolutional Neural Networks are becoming more used as...
computational power arises and transfer learning [70]–[72] techniques are applied.

The domain of facial expression recognition was addressed by 20 studies, using a total of 17 unique datasets; of these, only five appeared among the most used databases (Own Dataset), the second most cited being the Extended Cohn-Kanade Dataset (CK+) with seven citations. Despite the expressiveness of recognition of facial expressions, there is no consensus about datasets for building generalized models in the area. There is also an opportunity for research on comparison or even concatenation of such datasets to build more robust facial expression recognition models.

VI. FINAL REMARKS

In this paper, we synthesized the literature involving landmark detection and recognition in the human face, especially using mouth region. By answering five research questions, we found the algorithms, datasets, feature selections, and field domains. As a result, we demonstrated new research opportunities to build models and applications with human face interactions using landmarks.
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