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Abstract—Beef carcass grading is an invaluable tool to ensure
meat quality. In most of the Brazilian abattoirs, carcasses are
graded through visual analysis by trained graders. In order to
automate this process, we evaluate seven image deep learning
models. For this purpose, a new dataset was created contain-
ing images of 670 bovine half-carcasses taken during regular
operation in an abattoir. The images were graded by three
professionals. All three experts agreed in only 9.9% of the cases,
and two out of three graders agreed in 58.82%. The graders
disagreed on 31.28% of the images. These results indicate the
complexity of the problem. Nonetheless, an overall accuracy of
53% was achieved using convolutional neural networks, which is
close to human performance, when the agreement between the
graders is considered. Furthermore, an accuracy of around 91%
can be achieved if the cases of disagreement are disregarded.

I. INTRODUCTION

The demand for high quality beef as a source for protein and
other important nutrients for humans has been growing con-
stantly worldwide during the last decades [1]], [2]. Evaluation
of carcass fat is an important step in quality control for meat
production and can be made using different kinds of sensors
and visual inspection strategies [3[|-[S]. Currently, there are
some systems that assist in carcass grading, some of which
already present some level of automation, using equipment
like the VIAscan [6]. However, their usage is usually limited to
specific and sometimes subjective criteria that may differ from
region to region, specially when different grading protocols
are considered. For instance, VIAscan is not adjusted to any
Brazilian beef grading system. Nevertheless, even when works
across different grading protocols are considered, the complete
automation of the process using only whole carcass images
remains an open problem.

Recently, many approaches based on computer vision and
machine learning have been proposed to automate meat quality
evaluation for different important livestock animals [7]. A
system to evaluate chicken meat freshness has been proposed
by Taheri-Garavand et al. [8]], using a combination of genetic
algorithms and artificial neural networks. Poultry carcasses has

also been studied in Chmiel et al. [9], who used computer
vision to estimate fat content. In Alcayde et al. [[10] a custom-
built platform was used to identify pork meat age using image
analysis and three different regression algorithms. The quality
analysis of lamb carcasses using videos and a computer vision
system has been investigated by Aradjo et al. [[11f], with
positive results.

When bovines are considered, some studies have been
conducted on the usage of computer vision systems to evaluate
not only carcass quality (specially carcass conformation and
fat cover), but also bovine meat quality. Common prediction
targets in these cases are the percentage of intramuscular fat
and the marbling score. For instance, Pinto et al. [12] proposed
the application of the local binary pattern method to extract
color and texture features, and tree-based machine learning
algorithms to classify beef according to their marbling score,
and Pannier et al. [13]] evaluated the capacity of a RGB scanner
mounted above a conveyer belt along with a machine learning
system to predict intramuscular fat percentage and marbling
scores.

Research regarding assistive systems for bovine carcass
grading has been conducted in different regions, such as the
US and Europe. Negretti et al. [|14], for instance, proposed one
such high-performance system for the evaluation of carcass
conformation and fat cover in accordance to the European
legislation (specifically, the system was developed in Italy).
However, the proposed system is actually semi-automatic,
requiring that the user indicates some reference points in the
image to be used in the process of evaluation. The usage of
semi-automatic systems that require some user input seems
to be a common strategy in systems of this kind. Another
example of a very similar system developed in Norway is the
one by Heggli et al. [15], which also addressed the problem
of objectivity. In their case, a model was fitted that required
not only information such as age, but also manual length
measurements of the carcasses (albeit with manually operated
lasers).



In this work, a new automatic beef carcass evaluation sys-
tem, based on deep learning techniques and using images from
carcasses freely passing in front of a standard RGB camera
is presented. The system predicts a grade that follows one of
the grading protocols used in Brazil, based on the Normative
Instruction n. 9 of May 4th, 2009, of the Brazilian Ministry
of Agriculture, Livestock and Provision. Its performance was
compared to trained human graders using a new dataset of
images captured in real conditions and not in a controlled
laboratory situation.

The carcass grading protocol used in this paper defines
nine carcass finishing classes related to visual aspects of the
bovine half-carcass. As some of these classes rarely happen in
the Brazilian state of Mato Grosso do Sul, where the images
were collected, only 6 grades were used, due to the lack of a
minimum amount of samples for the other classes. Seven state-
of-the-art deep learning architectures were tested and evaluated
using four performance metrics.

The main contributions of this paper are 2-fold: (1) an
evaluation of deep learning techniques for beef carcass grading
in accordance to a Brazilian system; and (2) the quantification
of the complexity of the problem related to human visual
grading. Detailed information regarding materials, methods
and results are presented in the following sections.

II. MATERIALS AND METHODS

A GoPro Hero 3+ camera was attached to a tripod 4 meters
away from an overhead rail where beef half-carcasses move
on, inside an abattoir in Campo Grande city, Brazil, during the
months of March and April 2018. The recordings happened
during regular operation in three different days, from 4am
to 1pm, at 60fps and 1080p spatial resolution. Each frame
from the videos was visually analysed and, from each half-
carcass, frames with enough visual quality were selected. As
the recordings happened during regular operation, some of
the frames portrayed workers passing in front of the camera
and were removed. Another reason for discard is related to
the movement of the carcasses as they turned alongside the
overhead rail, resulting on incomplete views or non-frontal
angles of the carcass.

The selected frames were also cropped and corrected for
the radial distortion from the GoPro fisheye lens. In this way,
each frame has a clear and large view of the half-carcass, as
seen in Figure 2| A total of 687 images were then graded
independently by three human graders. The adopted grading
system is based on the Normative Instruction (NI) n. 9 of May
4th, 2009, of the brazillian Ministry of Agriculture, Livestock
and Provision. In itself, this NI defines five possible grades
related to carcass conformation and fat cover: Absent, Scarce,
Median, Uniform and Excessive. Two of these have been
subdivided for better evaluation of carcass ﬁnishingﬂ yielding
nine possible grades. These are: Absent (A), Scarce™ (S7),
Scarce® (S°), Scarce™ (ST), Median~ (M~), Median® (M?),

IThe subdivision and grading criteria are explained here: https://www.
frivasa.com.br/imagens/pecuaristas/classificacaodecarcacafrivasa.pdf
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Fig. 1: Number of images per grade that compose the dataset
used in this work

Mediant (M™), Uniform (U) and Excessive (E). Images with
the grades M+ (n=12), U (n=5) and E (n=0) were removed
from the final dataset due to the small number of samples,
so that only six different grades were kept for the experiment.
The dataset ground-truth grade was established by the majority
vote among the three graders, or a random grade when all of
the graders used a different grade. The distribution of grades
for the 670 images of the final dataset is shown in Figure [I]
One exemplar image for each of the six carcass grades are
shown in Figure [2]

By means of a 5-fold stratified cross-validation, seven state-
of-the-art deep learning architectures were compared on the
task of automatically grading beef carcass: DenseNet201 [16],
InceptionResNetV2 [17], InceptionV3 [18]], ResNet50 [19],
VGG16 [20], VGG19 [20] and Xception [21]. All model
hyperparameters were set to the same values used in Tetila et
al. [22[]. The neural networks were optimized with Stochas-
tic Gradient Descent (SGD) in minibatches of size 8. The
training was performed in 100 epochs, with a learning rate
of 0.001 and momentum of 0.9. Cross-entropy was used as
the loss function. All the images were rescaled to 256x256
pixels. Data-augmentation was performed using rotations and
translations in a factor of £30% of 27rad, for rotations, and
of the image height and width, for translations, resulting in
100 new images for each original one. Transfer learning using
weights pretrained in the Imagenet dataset [23] with fine-
tuning was also applied. Accuracy, precision, recall and f-
score were calculated from the cross-validation results over
the test set. The f-scores were subjected to a Friedman’s non-
parametric hypothesis test.

III. RESULTS AND DISCUSSION

The three graders agreed on 9.9% images. In 58.82% two
graders agreed but one of them used a different grade. The
remaining 31.28% had 3 different grades. Table || shows the
accuracy, precision, recall and f-score values achieved by each
of the 7 deep learning models. InceptionV3 presented the high-
est values for precision, recall and f-score but DenseNet201
resulted on a higher accuracy of 53.71%. The non-parametric
Friedman hypothesis test over the f-score metric resulted on
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Fig. 2: One sample for each of the classes used in the automatic carcass grading experiment: (a) Absent A, (b) Scarce™ ST,
(c) Scarce® S°, (d) Scarce™ ST, (e) Median™ M—, (f) Median® M°




Architec. Accuracy | Precision | Recall | F-score
DenseNet201 53.71 46,60 48,00 46,00
IncResNetV2 49.45 44,40 45,40 44,20
InceptionV3 53.06 47,00 48,00 46,40

ResNet50 53.40 43,60 45,00 41,6

VGG16 48.71 43,00 43,00 38,40
VGG19 47.74 41,40 43,80 39,80
Xception 50.16 42,80 45,00 41,20

TABLE I: Accuracy, Precision, recall and f-score for each of
the architectures, in percentage, with the highest values in bold

a p-value of 0.097, indicating no evidence of a statistically
significant difference between the architectures even at a 5%
significance level.

DenseNet201 and InceptionV3 have been chosen for a
further analysis using the confusion matrix shown in Figures 3|
and [] Both matrices show a clear pattern of error concen-
tration along the main diagonal, suggesting that when the
learned models misclassify a carcass, the error is not usually
far from the correct grade. It is also clear that DenseNet201
and InceptionV3 present a different pattern of errors regarding
mostly the confusion of ST with S° that happened in 69 images
with DenseNet201 but with just 47 images with InceptionV3.
The reverse also happened, with the learned models differently
confusing S° with ST 24 times for DenseNet201 but 52 times
for InceptionV3.
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Fig. 3: Confusion matrix for DenseNet201

If a less fine-grained grading system was used, without the
subdivisions inside the scarce and median grade, the resulting
confusion matrices would be those shown in Figures [5 and [6}
which were obtained by regrouping the existing results. The
confusion would be significantly reduced and the accuracy for
DenseNet201 would increase to 85.56% and InceptionV3 to
87.04%.

Figure [7] shows 3 examples of images pointed out by some
of the graders as more difficult to evaluate due to wrong
carcass angles and low quality related to the blurring effect. It
is possible to see in these examples that some of the images
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Fig. 4: Confusion matrix for InceptionV3

Confusion matrix

500

400

300
30

True grade
w

r200

r 100

N Z p
Predicted grade

Fig. 5: Confusion matrix for DenseNet201 without the sub-

grades for scarse and median grades

also have workers E| helping to stabilize the carcass for the
video recordings. Figure [§] presents the amount of grades used
by each human grader. It is possible to see a bias from the
third grader toward grade S, which has been used a lot. On
the other side, this grader marked much less carcasses as a S™.
This may indicate some confusion using the labeling software
or some conceptual difference on how he/she interprets the
grading protocol. Further studies using more graders would
be an interesting path for the future.

IV. CONCLUSION

In this work, the automatic carcass grading using deep
learning has been evaluated and the results are encouraging.
The proposed approach has been tested on a operational

2Workers faces have been blurred for the paper due to privacy issues but
in the dataset the faces are not blurred
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Fig. 6: Confusion matrix for InceptionV3 without the sub-
grades for scarse and median grades

environment using a very simple camera capture arrangement.
Results indicate that the problem is very hard, even for
humans, but machine learning algorithms were able to produce
grades that almost compare to human grading. The highest
accuracy of 53% was achieved using InceptionV2 but with
errors concentrated around the true grade. When only 3 grades
where used, absent, scarce and median, the accuracy reached
a much higher value of 87.04%. For future work we suggest
the use of balancing techniques, as the dataset is highly
unbalanced among different grades. Increasing the number
of human graders in order to decrease the variability is also
recommended based on our results. It would also be important
to compare the grading from experts using just the images, as
we did here, and those from live evaluation inside the abattoir.
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