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Abstract—The creation of automated systems capable of de-
tecting anomalies in fish erythrocytes is an important concern in
the area of marine biology. We investigate the possibility of using
machine learning to classify images of abnormal and normal
nuclei of fish erythrocytes, considering three abnormalities:
nuclear bud, notched nuclei, and vacuole nuclei, among others.
Random Forests were shown to have the highest AUC median
in both sets, reaching AUC values of 0.896 and 0.959 for all
sets of classes and the vacuole set, respectively, being able to
correctly classify a high percentage of the bud and notched
cells. However, when all classes are considered, the outcome is
impressively better.

I. INTRODUCTION

A significant challenge in the field of marine biology
involves the development of automated systems capable of
identifying abnormalities in fish erythrocytes. Through ma-
chine learning techniques, we investigate this issue with a
focus on shallow learning algorithms, specifically Random
Forests.

The selection of shallow learning algorithms is justified by
the nature of the problem at hand. The realm of microscopic
image analysis for classification has found value in these ap-
proaches, as they are particularly well-suited for problems with
datasets of moderate size and features of low complexity [1]]
[2]. Moreover, this kind of algorithm has shown effectiveness
in numerous classification applications [3] [4]].

The chosen feature extractors and parameters for this study
were based on prior outcomes attained in analogous problems
involving the classification of microscopic images [5]]. This
underscores the significance of drawing upon accumulated
knowledge and established best practices to ensure the ef-
ficiency of the proposed system. Employing these features
and parameter extractors will contribute to a robust and well-
founded strategy for addressing the problem in question.

A noteworthy aspect of the addressed problem lies in the
highly imbalanced nature of the dataset. This imbalance arises
from the scarcity of nuclear abnormalities relative to the
overall number of erythrocytes analyzed. Consequently, it is
expected that the correct classification rate (CCR) will surpass
the Area Under the ROC Curve (AUC) within the framework
of this study, since the CCR considers both the total count

of accurate and inaccurate classifications, while the AUC
evaluates the model’s ability to differentiate between classes,
potentially influenced by the infrequent occurrence of nuclear
abnormalities.

The dataset used in this work and the experiments carried
out play a significant role in advancing research in the area of
classification of nuclear abnormalities in fish erythrocytes. Un-
til now, the accurate and automated detection of nuclear abnor-
malities in fish erythrocyte cells has been a complex challenge.
However, by introducing a well-curated and comprehensive
dataset, we offer the scientific community a valuable tool for
the development and evaluation of this operation. Furthermore,
we diversify the exploration of machine learning approaches
and image processing techniques, contributing to the accurate
and effective identification of nuclear abnormalities in fish
erythrocytes. The results of these experiments have the po-
tential to improve the understanding of fish health conditions,
providing essential information for the conservation of aquatic
ecosystems and the monitoring of these environments.

Also, this approach of combining nuclear abnormality data
with the latest image analysis and machine learning techniques
paves the way for substantial advances in the field. The ability
to accurately and efficiently identify nuclear abnormalities in
fish erythrocytes is crucial for scientific assessment research
in the aquatic environment [6], [[7]. In addition to computer
vision practitioners and scholars, the scientific community and
aquatic biology professionals can greatly benefit from the
insights and methodologies resulting from our experiments,
paving the way for a deeper understanding of nuclear abnor-
malities in fish erythrocytes and their biological implications.

In 2021, Phillip et al. [8] introduced a protocol and software
to analyze the morphology of cells and nuclei from fluo-
rescence or brightfield images. Analysis of cell morphology
distributions in automatically identified shape modes allows
relating cell shapes to cell subtypes based on endogenous and
exogenous conditions. The VAMPIRE algorithm was used to
profile and classify cells in shape modes based on equidistant
points along their contours, being highly automated and fast,
allowing the quantification of morphologies in 2D projections
of cells on 2D substrates or in 3D microenvironments, such



as hydrogels and fabrics.

Reliable automated tools for cell cycle classification at the
individual cell level using in situ imaging are still limited,
so it is necessary to establish precise strategies that com-
bine bioimaging with high-content image analysis for reliable
classification. Narotamo et al. [9] developed a supervised
machine learning method for cell cycle phase classification
in individual adherent cells using in situ fluorescence imaging
of DAPI-stained nuclei. A Support Vector Machine (SVM)
classifier operated on normalized core features using over 3500
DAPI-stained nuclei. True molecular labels were obtained by
automatic image processing using fluorescent ubiquitin-based
cell cycle indicator technology (Fucci).

Talapatra et al. employed a two-part approach to
analyze fish peripheral erythrocytes by firstly detecting cell
numbers and measuring the shape of cells, cytoplasm, and nu-
clei in Giemsa-stained images of fish peripheral erythrocytes.
This was achieved through the utilization of CellProfiler, an
image analysis tool. Then various machine learning algorithm
models, including BayesNet, NaiveBayes, logistic regression,
Lazy.KStar, decision tree J48, Random Forest, and Random
Tree, were evaluated using the WEKA tool. The aim was to
predict the accuracy of the dataset generated from the images.
The CellProfiler provided primary, secondary, and tertiary
object data, including cell numbers and individual cellular
area shape, for cells, cytoplasm, and nuclei. Both CellProfiler
and WEKA proved effective in extracting rich information
from the dataset and yielded promising results for classifier
accuracy, contributing to computational biological research, fa-
cilitating the extraction of valuable dataset information through
ML modeling and the potential for future analysis of biological
big data using WEKA.

II. MATERIALS AND METHODS

For the genotoxicity test, juveniles of Oreochromis niloticus
were exposed for 96 hours to a concentration of 40 mg / kg
of cyclophosphamide, used as a positive control for inducing
genotoxicity. At the end of the exposure period, the fish’s
caudal vein was punctured and blood smeared on slides. The
slides were hydrolyzed in HC12mol at 60°C for 10 min and
stained with the reagents Schiff and Fast Green, respectively.
Subsequently, the slides were observed in a Nikon optical
microscope with a connected camera at 100x magnification.
The photomicrographs were recorded, cut, and separated into
folders according to each change.

Figure [I] shows how the 3099 annotated images are divided
into the 4 classes, three corresponding to each kind of abnor-
mality along with another one for normal cells. As expected,
most of the images are from normal cells (n=2695). The least
common abnormality is nuclear bud, with only 36 samples.
Vacuole nuclei cells have a reasonable number of samples
(n=309) and 59 examples are from cells with notched nuclei.
Three examples for each class are presented in Figure 2]

A set of 395 features has been extracted from each image
using several color, shape, and texture descriptors. Thirty-six
features are related to the mean, standard deviation, minimum
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Fig. 1: Number of images per abnormal and normal nuclei.
Three abnormalities have been considered: nuclear bud (bud),
notched nuclei (notched), and vacuole nuclei (vacuole).
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Fig. 2: Sample images for each of the classes considered: (a)
nuclear bud, (b) notched nuclei, (c) vacuole nuclei, and (d)
normal cells



(b) Notched Nuclei

(c) Vacuolated Nuclei

(a) Nuclear Buddings

Fig. 3: The black arrows in these images are pointing to
important characteristics that define the 3 alterations studied
in this paper: (a) nuclear bud has a protuberance on one of the
nucleus extremities, (b) notched nuclei are characterized by a
concavity in the nucleus center and (c) the vacuole nucleus
has a space inside.

and maximum values for each band of the RGB, HSV, and
CIELab color spaces. Contrast, dissimilarity, homogeneity, an-
gular second moment, energy, and correlation values have been
extracted from gray-scale co-occurrence matrices (GLCM) in
the 0°, 45° and 90° directions and at 1 and 2 pixels distances,
giving 36 more features. Seventeen image moments were also
used: raw, central and Hu, together with 18 Local Binary
Patterns (LBP) and 160 Gabor Filter Banks from 8 directions:
0°, 45°, 90°, ..., 315°; 6 sine wave frequencies: 0.01, 0.10,
0.25, 0.50 and 0.90; 2 Gaussian envelop standard deviations:
1 and 3. Finally, a histogram of oriented gradients (HOG) was
used to extract the final 160 features. Table [l summarizes all
the features extracted to serve as input to the shallow machine
learning algorithms. These feature extractors and parameters
were chosen based on previous results over other classification
problems with similar images [3].

TABLE I:
Features Extracted from each image
Feature Group Number Reference
of Features

Color Space Statistics 36 11]

Co-occurrence Matrices 36 12]

Image Moments 17 13]

Local Binary Patterns 18 14]

Gabor Filter Banks 160 15

Hlstoglggld(i)in(t)snented 128 16]

TOTAL 395

Two decision tree based approaches have been used as the
machine learning models: Random Forest (RF) and a more
traditional decision tree inducer based on C4.5 (DT). Two
support vector machines (SVM) have also been used, one
with a polynomial kernel (SVMP) and the other with a radial
basis function (RBF) kernel (SVMR). Finally, a k-Nearest

Neighbour (kNN) approach was tested using k equal to 1,
5 and 10 (INN, 5NN and 10NN respectively). All the other
hyper-parameters have been set according to the default values
of Weka 3.9.4. Table [II] presents the shallow machine learning
models used and some references.

TABLE II:
Shallow learning models used in the experiments

Acronym Model Reference
RF Random Forest 117
DT Decision Tree 18

SVMP Support Vector Machine [19

with Polynomial Kernel
SVMR Support Vector Machine 1191
with RBF Kernel

INN k-Nearest Neighbours 20]
with k=1

5NN k-Nearest Neighbours @I]
with k=5

10NN k-Nearest Neighbours 120]
with k=10

A 5-fold stratified cross-validation strategy, with 10 repeti-
tions, has been used to run the machine learning techniques
over 2 configurations of the dataset: one involving all the 4
classes (all) and the other using only the 2 most frequent
classes: normal and vacuole nuclei (vacuole). Two main met-
rics were calculated: the Correct Classification Rate (CCR) and
the Area Under the Receiver Operating Characteristic Curve
(AUC). Nonetheless, we focus on the AUC, since it can be
considered less biased than the CCR for heavily imbalanced
datasets. For the analysis of the results, boxplots and confusion
matrices were used. An Analysis of Variance (ANOVA) was
also conducted, followed by the Scott-Knott clustering test, at
a 5% significance level. Confusion matrices are presented for
the technique with the highest AUC mean. A test has also been
made using a balanced version of the data where each class has
been randomly under-sampled to have only 36 images. Other
metrics, such as precision, recall and f-score were calculated
when relevant to the discussion.

III. RESULTS AND DISCUSSION

Figure ] shows the boxplots for AUC and CCR performance
metrics, both using all the classes (all) and only the vacuole
and normal classes (vacuole). The median values are higher
for almost all configurations when only the most frequent
class, vacuole, is considered against normal cells. The Random
Forest has the highest AUC median in both sets, but its result is
significantly higher when all classes are considered (averaging
0.896, against 0.656 in second place). As expected, in general,
CCR is higher than AUC, which is likely due to the extremely
imbalanced nature of the problem, as one can argue from
Figure [3]

The mean values for AUC and CCR are shown in Table [[TI}
grouped using the Scott-Knott test. For both, all classes set and
vacuole set the Random Forest model achieved the highest
means, 0.896 and 0.959 respectively, and the Scott-Knott
test confirms that its performance is statistically better than
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Fig. 4: Boxplot for AUC and CCR considering all the ML models in the complete dataset (all) and the datasets with normal

and vacuole nuclei cells (vacuole).

that of other algorithms. As for the CCR, decision trees
and support vector machines with a polynomial kernel were
ranked higher, but this result may be due to the normal class
having a very high number of examples and the algorithms
being biased toward this class. The low mean AUC that these
two algorithms have over all classes set, 0.547 and 0.619
respectively, suggests that when the nuclear bud and notched
nuclei are used, the performance gets much worse.

TABLE III: Machine learning models grouped by means using
AUC and CCR metrics. Means followed by different letters
in the same column differ by the Scott-Knott test at 5%
significance level.

AUC CCR

ML Models all vacuole all vacuole
RF 0896a 0959a 0929c¢c 0.960d

DT 0.548d 0936b 0938a 0.981a
SVMP 0.619c 0877d 0936a 0.965b
SVMR 0.500e 0500f 0.869e 0.897f
INN 0576 d 0855e 0919d 0952¢
5NN 0.615¢ 0926c¢ 0933b 0963 ¢
10NN 0.656b 0936 b 0932b 0.963c

The confusion matrices shown in Figure [3 indicate that the
model has learned to ignore the bud and notched classes, so
that the AUC and CCR values that RF achieved are due to
the correct classifications of vacuole nuclei and normal cells.

Even the classification of vacuole nuclei is hard, as 155 of the
samples have been misclassified as normal cells, but a higher
number, 194, has been correctly classified. Figure [6] suggests
that the poor performance displayed by RF in Figure [ is
not due to a lack of modeling capacity, but rather, as stated,
to the imbalance of the dataset. Machine learning algorithms
often struggle in challenging scenarios due to the dearth of
samples from the minority classes. That can result in biased
learning towards major classes, leading to poor performance
in detecting rare classes such as the aforementioned nuclear
classification [21]] [22] [23].

The resulting confusion matrix for the balanced dataset can
be seen in Figure @ It can be seen that RF was, actually,
able to correctly classify a high percentage of the bud and
notched cells, albeit still not as well as the normal cells. The
vacuole class appears as the one that was confused the most,
being almost equally confused with bud (n = 8), notched
(n = 7) and normal (n = 7) classes. When all classes and
an imbalanced dataset are considered, a global precision of
81.66% and a global recall equal to 60.52% is achieved. When
only two classes are considered, RF achieved up to 97%
precision and 62.78% recall. These values drop to 43.75%
(global precision) and 38.89% (global recall) when a balanced
dataset is used. Some of this difference may be due to the
smaller dataset. However, one could argue that the results on
the balanced version of the dataset are actually the ones within
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Fig. 5: Confusion matrix using Random Forest for all classes
(a) and for vacuole against normal (b)

expected. It shows that vacuole nuclei are the hardest to model
among the four classes. By an inspection of Figure [3] it is
possible to hypothesize that cells with vacuolated nuclei have
more subtle visual differences.

IV. CONCLUSION

In this work, the classification of nuclear abnormalities in
fish erythrocytes through machine learning was studied. The
AUC and CCR performance metrics were used. The results
showed that the models achieved higher median values for
the identification of vacuole versus normal cells, while the
classification performance in the complete dataset was subpar.
Also, the Random Forest method consistently performed the
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Fig. 6: Confusion matrix after balancing the data using 36
random samples per class

best means, reaching notable AUC values of 0.896 and 0.959
for all sets of classes and the vacuole set, respectively.

The AUC metrics also indicate that the performance of the
nuclear bud and notched nuclei classes decreased considerably,
with averages of 0.547 and 0.619, respectively, on the set
of all classes. This suggests that these classes are not being
learned well, and the high AUC and CCR achieved by Random
Forest are due to correct classifications of vacuole nuclei and
normal cells. Even the classification of vacuole nuclei presents
difficulties since some samples were incorrectly classified as
normal cells. On the other hand, when the dataset is balanced
to contain 36 samples per class, there is a notable improvement
in the capacity of the Random Forest in classifying all three
abnormalities.

For further research, possible improvements are: the expan-
sion of the dataset, by gathering more images of the least
represented classes; the extraction of other features, such as
variations on the chord length function [24] and on the color
statistics; and finally, the use of deep learning, either in a
stand-alone neural network or in a larger strategy with other
techniques.
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