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Abstract. Patents are usually organized in classes genelstdtie offices
responsible for patents protection, to create &usamat to the information
retrieval process. The complexity of patent taxomsms a challenge for the
automation of patent classification. Beside thg, iigh numbers of subgroups
makes the classification in deeper levels morecdift This work proposes a
method to cluster patents using Self Organizing MEOM) networks and
bibliographic coupling. To validate the proposed thod, an empirical
experiment used a patent database from a spetafisification system. The
obtained results show that patents clusters weceessfully identified by
SOM through their cited references, and that SOs8tilte were similar to k-
Means algorithm results to perform this task. T8tigdy can contribute to the
development of the knowledge organization systeynsvaluating the use of
citation analysis in the automatic clustering oftepés in a constrained
knowledge domain, at the subgroup level of currpatent classification
systems.

1. Introduction

Nowadays, with the growth of digital patent collens, demanding higher level of
computer support, the need to automatically organie information available has
increasing priority.To create an alternative to the information retleprocess, the
patents are usually presented in classes gendrgtdek offices responsible for patents
protection. According Baeza-Yates and Ribeiro-Ne@@l1), a natural solution to solve
the problem of finding documents on a restrictethdm of knowledge is to group
documents by common topics and name each group avieh or more meaningful
labels. Each labelled group is a set in which we iogert documents whose contents
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can be described by its label. The classificati@mtess provides a mean to organize and
to manage information, which allows better underditag and interpretation of the data.
One compelling argument for classification systesnthat there is an innate tendency
for humans to compartmentalize information [Smi02]. Patent offices organize
patent applications into very large topic taxon@ni€he vocabulary is quite diverse
and to avoid narrowing the scope of the inventitwe, applicants prefer use general
terms. Because the patents describe new inventisslly they are different at a
semantic level [Tikk et al. 2007]. The complexitly patent taxonomies is a challenge
for the automation of patent classification.

Even though numerous attempts are found in theatilee for building
automatic classification systems, some shortcomiagsbe identified, such as limited
subclass level accuracyhis problem arises from the granularity of largatemt
classification systems, such as the Unites StatdsnP Classification (USPC) and
International Patent Classification (IPC). The higlimber of subgroups makes the
classification in subgroups level more difficuftah error, for example, is made at class
level, the error is propagated to subclass andpglexel. According Smith (2002), the
use of clustering software was investigated astanpial tool for the reclassification
process. The reclassification process is the psotgswhich patent categories are
grouped together in larger ones, or broken dowrsnmaller ones, as well as the
subsequent process of re-tagging some patentsvérat classified under the modified
categories. This process can be further subdividevo subtasks. The first one can
suggest new categories and the second one isdbegsrof automatic re-tagging of the
patents according to new patent categories [Behzamel Guyot 2011]. The idea is to
subdivide large, fast growing subclasses into snalhes that could be more efficiently
browsed during a prior art search. This researois @0 reclassify patents, suggesting
new categories, using cited patents as attributéhef categorization process. The
method here proposed is particularly useful forst@ined domains of knowledge, in
which keywords of the documents are similar amaacheother, as the subgroups of a
patent classification system. In this case, it bee® important to find another attribute
to identify in-between categories. The clusterimgcpss is made by Self Organizing
Maps (SOM) Artificial Neural Network (ANN), and thagtributes used are the presence
or the absence of the cited patents.

Usually, automated search service works creatwgra list to conduct a query,
extracted from the title, abstract and brief sumy@ortions of the patent application.
But, according Meireles et al. (2016), there isagoeement in the literature about the
best attributes to use in patent representatior. mithod proposed here does not use
words as units of knowledge representation. It seather layers of knowledge to
establish relationships between documents. It e@pldhe relationship between the
citing and the cited documents. To cluster a grofiplocuments retrieved using the
same keywords, specific vocabularies would needbgoused to find similarities
between these documents. An empirical experimangus patent database, containing
references cited by 117 patents, is proposed bevalidate the method. These patents
were chosen among four specific subgroups of aifileation system. The objective is
to show that the proposed method is able to idemtédw subgroups in these four
subgroups and so suggest a new redistribution teinsmin this classification system.
The experiments here discussed have revisited tbihath developed by Meireles
et al. (2014), implementing another application andther algorithm, using a different
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constrained knowledge domain. The results obtaisieolw that SOM successfully

identified clusters of patents, through their citeferences, and that K-Means results
were similar to SOM results, showing consistencytld proposed method. The

measure of similarity included in this paper protlest there is similarity between the
algorithms’ output.

The remainder of this article is organized as feio Section 2 presents some
concepts related to clustering process and siryilarietrics. Section 3 introduces
automatic patent clustering systems using citafimiormation. The methodology,
results, discussion and conclusions are presentikil sections.

2. Clustering Techniques and Similarity Metrics

The steps to cluster and to classify documentsl bgenachine learning algorithms, are
inspired by the described human behaviour. As de=grby Croft, Metzler and
Strohman (2010), document clustering is the taskgmafuping related documents
together while, classification is the task of audbically applying labels to data, for
example, labels to documents. Both have been stddremany years by information
retrieval researchers, with the aim of improving #ifectiveness and the efficiency of
search applications. In machine learning, learmilggrithms are typically characterized
as supervised or unsupervised. In supervised legrai model is learned using a set of
fully labelled documents, called the training $8hce a model is learned, it can be
applied to a set of unlabelled documents, callegl st set. Classification is a
supervised learning problem. Clustering is the ntoshmon example of unsupervised
learning. It takes a set of unlabelled data objastsnput and then groups the objects
using some notion of similarity. The first steptes identify a number of important
features in the documents, which will help to prbpelistinguish them among the
possible labels. In the second step, these featmeesxtracted from each document. In
the third step, the evidence from the extractetufea is combined to find appropriate
labels or groups (clusters).

Two important clustering algorithms are HierarchiCéustering and K-Means.
They start from some initial clustering of the datad then iteratively improve the
existing clusters, by optimizing some objectivedtion. Some authors have compared
the performance of these algorithms [Widodo, Budli® Kukolj et al. 2012] using
different attributes to group patents. They usedsids from the fields of Information
and Communication Technology (ICT) and of consumlectronics, respectively. In
other algorithm, the K Nearest Neighbour-Clusteriagluster is formed around every
input instance. For input instance X, the K pothtg are nearest to x according to some
distance metric and x itself form a cluster [Crd¥tetzler, Strohman 2010]. In the
literature, there are also examples of data clumgtgorocesses using SOM networks
[Haykin 1994]. These networks are structures basetbpological maps present in the
cerebral cortex. Each input neuron is connecte@ach output neuron through its
respective association weight. SOM networks workidadly building a map where
nodes that are topologically close to each othspared similarly to similar input
patterns.

To quantitatively express the extent to which thesters of each algortithm
agree with the created groups, a clustering siitylaneasure called Measure of
Concordance (MoC) can be used [Pfitzner, LeibbraRdivers 2009]. To provide a
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measure of the degree of concordance between rhgst®, created by one method, and
clustering M, generated another method, MoC isnéeffias

Lifl=]=1
MoC(S,M) =13 1 (g1 g _lFul’ .
\/ﬁ—1< =121 sl | 1], otherwise,

in which the norm operatdf .|| represents the size (or the number of compounding
instances) of common fragments among clustgysthe size of clusterS; and the size

of clustersM;. There aré clusters inS andJ clusters inM. Each individual cluster i&

is referred to a§ and each cluster iN asM;. Any clusterS can be subdivided into
smaller subclusters or fragments, where a fragroemsists of those elementsS$fthat
have also been allocated to a single clusterThese common fragments are instances
where both clusterings agree and they are thesigtgon betweel® andM. Figure 1
shows an example of division of clusters into fragiis. The numbers inside the box
indicate the number of entities belonging to eaagrhent.
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Figure 1. The division of clusters into fragments
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3. Automatic Patent Clustering using Citation Information

Citation analysis is the most popular bibliometapproach and it can be used to
identify relationships among document regardlesthefpresence of equal terms in the
evaluated documents [Borgman and Furner 2002]. ibliometrics, bibliographic
coupling and co-citation are examples of studiestlom assessment of document
similarities as shown by Figure 2. For bibliograpboupling, citing documents are the
subject for analysis. The degree of bibliograptocpting for documents A and B is
reflected in the frequency of the documents thatc#ted by both A and B. The focus of
the co-citation analysis is on the cited documémns;alculating the frequency of C and
D that are co-cited by specific documents [Lai 8 2005].
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Figure 2. Examples of bibliographic coupling and co-citation
Adapted from Lai and Wu (2005)

Some papers have discussed the application ofiotit@nalysis to organize
patent databases, highlighting how patents canrbepgd in clusters’ using patent’s
citation as connection between patents. Lai and(¥005) proposed an approach to
create a patent classification system to replaternational Patent Classification or
United States Patent Classification system, tasapatent manager in understanding the
basic patents for a specific industry and the diaiuof the related technology field. Li
et al. (2007) proposed to utilize patent citatioformation and considered the structure
of patent citation networks for patent classifioati They stated thata‘network of
citations provides rich information about the retatships among patents as well as the
relationship among their topitsThey adopted a Kernel-based approach to capture
content information and citation-related informatim patents and the results showed
that their proposal outperformed the kernels tidinot use citation network structures.
Liu and Shih (2011) combined content-based, cmalbiased and metadata-based
classification methods to develop a hybrid-clasation approach using a modified
KNN algorithm. Some authors have used patent oitaéinalysis for other purposes.
Patent citations have been recognized as a sotidagaofor the study of innovation and
technical change [Trajtenbet§90; Chakrabarti, Dror and Eakabuse 1993; Engelsman
and Van Raan 1994; Hall, Jaffe and Trajtenberg 2002] and for measuring their economic
value [Sapsalis, Van Pottelsberghe de la Pottergk ldavon 2006]. Researchers as
Morris and others (2001) and He and Hu (2001) €€l and citations as attributes
for clustering processes.

4. Methodology

In Meireles et al. (2014), the authors clusteredudments by means of SOM, and using
documents’ citations as attributes for the clusggprocess. In this study, we found a
specific field of knowledge to justify the use dfations, the patents databases; then, we
adopted a similarity metric to compare differenistéring algorithms and, finally, we
added an auxiliary algorithm, K-Means, to evaluage similarity between the resulting
clusters of both methods. According Meireles et(2014), the general method here
used is suitable for areas of restricted knowledgmeere there is a significant number of
common citations and where it becomes more diffital find differences between
words or expressions of semantically related docusnéo justify the creation of
clusters. Our patent clustering method can be ptedein three phases, which are
shown by Figure 3.
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Figure 3. Representation of the methodological phases

In the first step, a group of patents from a restd area of knowledge is
selected and processed, so that data relating tentgaand the patents cited as
references in the document can be recorded inabase¢. The patents were choosen
from four different subgroups from CPC classifioatsystem. These known subgroups
were used to compare the groups created by the 8&Work with this classification
system. The database consisted of 140 patents durgroups GO6K 7/1443, GO6K
711447, GO6K 7/1452 and GO6K 7/1456 of the subdz®68K from CPC classification
system, called "Recognition of data, presentatibrdata, record carriers; handling
record carriers". Some of these patents were @k$sn more than one subgroup. In
these cases, only one subgroup for each patentravebomly assigned and so the
number of patents was reduced to 117. A total 98% references were registered for
117 patents. Of these, only 3,549 are not reped®€M network and K-Means
algorithm input were then fed with 117 binary cqdesch one with 3,549 binary digits
representing absence or presence of a specificerefe in a patent. Table 1 shows the
available number of patents for each selected suipgand the number of selected
patents for the prototype database.

Table 1. Number of patents used in the experiment

Subgroups Available| Selected
patents patents
GO6K 7/1443 343 28
GO6K 7/1447 186 31
GO6K 7/1452 65 29
GO6K 7/1456 176 29
Total 117

The second phase of the experiment is the creafitime clusters (in the current
case, by SOM and K-Means). In this work, five SOdtwork topologies were used to
generate 4, 9, 12, 16 and 20 categories. The sambar of clusters were created by K-
Means algorithm, independently.

In the third phase, patent groups which were regokat most of the topologies
were identified. As SOM network and K-Means groufieese patents in a same cluster
in different experiments, these groups should ssig@e reclassification for these
subgroups, from the patent database point of view.
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5 Results

Two of the five SOM network outputs are analyzedha next paragraphs. Figure 4
shows the nine clusters created by the first tapolo

Hits

Figure 4. SOM network output for 3x3 topology (9 clusters)

For this topology, there were two clusters containonly one patent, four
containing two patents, one containing 3 patens, antaining 8 and one containing
96 patents. The clusters presented in first coloffable 2 were numbered from 1 to 9
and identified with the final equivalent to the rnoen of clusters generated by the
topology. Patents grouped into some of these ¢hysiehich are designated by letter P
and by the reference number of the database, ardifidd in the third column. The
fourth column shows in which subgroup CPC thesematare classified. The last
column presents the number of common cited patepthe patents presented in the
third column. The number between parentheses shtimsvaumber of citing patents in
each cluster.

Table 2. Clusters obtained by topology 3x3

Clusters Number of Patents Subgroup CPC Number of common
patents GO6K 7/ cited patents (citing
patents)
Cc2.9 2 P3, P28 1443 320 (2)
C3.9 2 P41, P50 1447 143 (2)
C4.9 2 P97, P104 1456 149 (2)
C5_9 2 P51, P58 1447 154 (2)
C6_9 3 P99, P105, P117 1456 9(2)
16 (3)
C7_9 8 P45, P47, P48, P52, 1447 146 (2)
P54, P56, P57, P59 90 (3)
62 (4)
46 (5)
21 (6)
15 (7)
6 (8)

OBS: C1_9 and C8_9 categories had only one pateh€8_ 9 grouped 96 patents.
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For the second topology, there were four clustersgaining only one patent,
five containing two patents, one containing 3 pttemne containing 5 and one

containing 95 patents. Figure 5 shows the twelvegmaies created by the second
topology.

Figure 5. SOM network output for 4x3 topology (12 clusters)

Clusters were numbered from 1 to 12 and identifiéth the final equivalent to the

number of clusters generated by this topology. Saihéhe characteristics of the
generated clusters in this topology are presemtd@ble 3.

Table 3. Clusters obtained by topology 4x3

Categories Number of Patents Subgroup CPC| Number of common
patents GO6K 7/ cited patents (citing
patents)
C1 12 5 P47, P48, P52, P54, 1447 53 (2)
P59 96 (3)
77 (4)
24 (5)
C5 12 2 P3, P28 1443 320 (2)
C6 12 2 P41, P50 1447 143 (2)
C7_12 2 P35, P44 1447 49 (2)
C9 12 2 P45, P57 1447 187 (2)
C10 12 2 P97, P104 1456 149 (2)
C12 12 3 P81, P86, P88 1452 12 (2)
35 (3)

OBS: C2_ 12, C3 12, C4 12 and C8_12 had only onenpaind C11 12 grouped 95
patents.

Among the experiments using topologies of 4, 9, IR,and 20 clusters, six
groups of patents, designated $ywherei varies from 1 to 6, stand out because they
have been identified in the same cluster in attldage experiments. A summary of
these results is shown in Table 4.
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Table 4. Common groups between topologies

Groups Patents | Subgroup Common Titles Topologies
(Number of CPC cited patents
cited GO06K7/ (citing
patents) patents)
S: P3 (388) 1443 320 P3: Image capture and processing; 9,12 and
P28 (320) system supporting a multi-tier 16
modular software architecture;
P28: Hand-supportable digital
image capture and processipng
system supporting a multi-tier
modular software architecture.
S, P41 (234) 1447 143 P41: Method for increasing thet, 9, 12, 16
P50 (253) functionality of a medig and 20
player/recorder device or dan
application program;
P50: Identification documents and
authentication of such documents.
Ss P45 (188) 1447 187 P45: Content containing |al2,16 and
P57 (187) steganographically encoded 20
process identifier;
P57: Controlling a device based
upon steganographically encoded
data.
Sa P47 (238) 1447 53 (2) P47: Control signals in streaming4, 9, 12 and
P48 (231) 96 (3) audio or video indicating a 20
P52 (188) 77 (4) watermark;
P54 (222) 24 (5) P48: Connected audio content;
P59 (163) P52: Methods and devices
responsive to ambient audio;
P54: Connected audio and other
media objects;
P59: Methods and devices
responsive to ambient audio.
Ss P81 (62) 1452 12 (2) P81: Method of scanning indicia 12, 16 and
P86 (36) 35(3) using selective sampling; 20
P88 (47) P86: Optical scanners;
P88: Method of scanning indicia
using selective sampling.
Se P97 (152) 1456 149 P97: Product provided with|a9, 12,16
P104 (149) coding pattern and apparatus and and 20
method for reading the pattern;
P104: Product provided with @a
coding pattern and apparatus and
method for reading the pattern.

The same experiment was also performed with theofidé-Means. Patents

groups repeated in the majority of the five runkjolr were found with variation d¢
parameter, were identified and are presented ineTakasM;, wherej varies from 1

to 7.
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Table 5. Common groups among K-Means

Groups Patents Subgroup CPC | K parameter values
GO6K7//
M; P3, P28 1443 4,9,12,16 and 20
M; P41, P50 1447 912,16 and 20
M; P46, P51, P58 | 1447 912,16 and 20
M, P45, P57 1447 912,16 and 20
M;s P47, P48, P52, | 1447 9and 16
P54, P56, P59
Ms P97, P104 1456 12,16 and 20
M7 P6, P23 1443 12,16 and 20

Considering only the clusters identified by thistihoel, 6 by SOM and 7 by K-
Means, and taking into account two facts: (1) Folithese clusters are exactly the
same; (2) One of them has 5 of 6 entities in comnidren, MoC index for both
approaches can be calculated with Equation 1, ipigld final value 0f0.69Q This
calculation will be used afterwards, in the disousssection, and presented as an
objective measure of similarity between SOM and Kads methods, while clustering
the tested database.

6. Discussion

All the patents of these groups, identified in mosthe SOM topologies and by K-
Means, are related to a same subgroup of CPC syateshown by Table 4 and Table
5. For example, in S4, the five patents are fron€GBbgroup GO6K7/1447. However,
three groups of patents, belonging to the same §iPGroup, were associated by SOM
networks to different clusters. This clustering docted by SOM suggests that the CPC
subgroup should be reformulated. In some of theseips, the patents are closely
related to a content, such as those identified3nvich have been filed on the same
date, have the same inventor and the same assignedave different publication
dates. These patents have the same number of ggviaat different number of claims.
These patents of S3 should be member of a new auipgifhe same analysis could be
applied to the patents belonging to groups S5 &d S

There are some specific issues related to a pdabase. Some patents are
classified in more than one subgroup, which comttadhe theory of classification, in
which an entity must be associated with only ongs<lwithin a set of mutually
exclusive classes that do not overlap each otlaep2004]. This method could help to
choose only one of the subgroups, that one moagectto the patent.

Given that the range of MoC index should be betwBeand 1, the result
obtained can be interpreted as a similarity of a&in®% between the clusters obtained
by the two methods implemented. This fact can contihat, for the database used,
citations can be used as a relevant attributehferpatent clustering process. After all,
this can be understood as an objective indicatibrthe relevance of citations as
attributes to the general process of patents clagtand classification.

7. Final remarks

The human brain is constantly looking for pattesind similarities in the world around,
in a permanent effort to sort all that interactdhwit. Human beings have a natural
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tendency to group objects by selecting them froeirtbommon properties, and thus
better understanding the surrounding context [Mesreet al. 2014]. According to
Hjorland [2002], classification systems organize kbgical structures of categories and
concepts in a domain, as well as the semantidoakttip between these concepts. With
the increasing number of patents and the developroEmew technologies, these
classification systems should be constantly revieteeavoid accumulation of patents
on certain subgroups. To use cited patents in camasoclustering attributes, can be an
alternative process to create new groups in sulpgréevel of classification systems,
where patent offices organize patent applicatiobs very large topic taxonomies. In a
restricted domain of knowledge as these subgraupsdifficult to use words as units
of knowledge representation, since the subject emasequently, the words are similar.
To break down a subgroup into other ones, this veagiored the relationship between
citing and cited documents.

The objective of this work was to identify, amorayif selected subgroups of a
specific classification system, other groups thaild generate a new cluster, and to
suggest a new distribution of patents. An empirgegleriment with five different SOM
topologies and five runs of K-Means with differénparameters were used to identify
groups of patents, which were clustered togetherost of those topologies and runs.

The main contribution of this research was to stioat SOM networks and K-
Means algorithm could identify clusters succesgfuling bibliographic coupling. It is
known that citation analysis is limited by sevepahctical constraints. Often, the
authors of documents are not aware of potenti@lgvant coupling and may even
deliberately omit bibliographic coupling. Furthemapcitations appear chronologically
and older patents cannot possibly contain citatmingewer patents. Nevertheless, the
citations may become an alternative to be considéoe the creation of new groups,
where documents are semantically related and tdlgers of knowledge can be used to
establish relationships between them.
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