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Abstract Conversational systems like chatbots have emerged as powerful tools for automating interactive tasks
traditionally confined to human involvement. Fundamental to chatbot functionality is their knowledge base, the
foundation of their reasoning processes. A pivotal challenge resides in chatbots’ innate incapacity to seamlessly
integrate changes within their knowledge base, thereby hindering their ability to provide real-time responses. The
increasing literature attention dedicated to effective knowledge base updates, which we term content update, under-
scores the significance of this topic. This work provides an overview of content update methodologies in the context
of conversational agents. We delve into the state-of-the-art approaches for natural language understanding, such as
language models and alike, which are essential for turning data into knowledge. Additionally, we discuss turning
point strategies and primary resources, such as deep learning, which are crucial for supporting language models. As
our principal contribution, we review and discuss the core techniques underpinning information extraction as well
as knowledge base representation and update in the context of conversational agents.

Keywords: Chatbots, Natural Language Processing, Artificial Intelligence, Data Extraction.

1 Introduction

From well-known assistants like Amazon Alexa, Apple Siri,
and Google Assistant to context-specific chatbot systems,
more and more activities are being carried out with the help
of intelligent applications. Such systems must be able to
build a dialogue in human language to interact with people
and answer their questions. In order to deal with the subtle
details of the different languages, to capture the context of
the interactions, and to correctly encode the knowledge, one
needs to perform several complex steps through techniques
assimilated frommany Artificial Intelligence (AI) areas, like
Machine Learning (ML), Deep Learning (DL), and Natural
Language Processing (NLP) Reis et al. [2021]; Kacupaj et al.
[2021].
The development of any chatbot application begins with

data acquisition. Any intelligent agent needs data to learn
from, and the raw information assembled often needs to be
cleaned and pre-processed. Some techniques applied are doc-

ument parsing, spell checking, Unicode normalization, spe-
cial characters and digits removal, split sentences and words,
and processing language-related structures. Depending on
the context, the data might already be available (e.g., the
users’ purchase history) or might be acquired by identifying
patterns on the requests arriving at the system Russel [2021].
However, data in its original format is not very useful for a
chatbot system. Some NLPmethods to improve the available
data include using a public dataset similar to the context and
task to be performed, collecting data from external sources,
data augmentation (techniques that leverage language prop-
erties to create new text similar to the source data), and even
a combination of datasets Vajjala et al. [2020].
The human-readable data needs to be described in terms

of structures understandable by the system. The meaningful
information can appear in the form of entities, relations, sen-
timents, intents, coreferences (multiple ways of mentioning
the same entity), or relevance. Damerau [2010]. Consider-
ing for instance a situation in which we have data from the
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users’ purchase history, we can identify the products bought
as entities and store information like brand and price. How-
ever, some information like how two products relate to each
other (e.g., toothbrush and toothpaste) might not be easily de-
tected without deeper processing over the available data. If
they are related, an intelligent chatbot designed for recom-
mendation actions should suggest the toothpaste to clients
who bought the toothbrush. Hence, we need a procedure that
extracts the entities and the patterns that express the relation
between the entities in a sentence, that is, a procedure that can
extract knowledge into the intelligent assistant. This can be
achieved through many different approaches, from heuristic-
based models to powerful ML and DL methods Wang and
Hao [2020].
The output of information and content extraction (entities

and the relations between them, intents, sentiments, and so
on) can be used to build Knowledge Bases (KB) Vajjala et al.
[2020]. These resources represent acquired knowledge in a
way that the conversational agent can make new inferences
about the known data Levesque [1986]. The format in which
the datawill be stored depends on the goal.We can use simple
resources like dictionaries and thesauruses or more sophisti-
cated KBs that are able to store the relations between entities
or even semantic relationships like synonyms, hyponyms,
and meronyms. Some chatbot platforms can use huge KBs,
such the ones employed in prominent platforms nowadays
like Google and Bing Search API Microsoft [2024a]; Vajjala
et al. [2020] to support queries at web-scale.
Despite the meaningful progress made by both industry

and academia in the last decades, there are still gaps to be
filled regarding the efficiency and capacity of chatbot sys-
tems. The inherent complexity of human language makes its
understanding quite challenging. Ambiguity is a good exam-
ple of this. The Winograd Schema Challenge Levesque et al.
[2012] presents pairs of sentences that differ by a few words
but have their meaning changed because of this difference.
Consider the sentence: “Theman couldn’t lift his son because
he was so weak.”. Who was so weak? While many ambigu-
ous sentences can be easily understood by a person, most
NLP techniques applied in the development of chatbots are
unable to solve them Zhao et al. [2021].
Another crucial detail in a conversation is the existence

of common knowledge, the information assumed as known
by most humans. The challenge lies in encoding all the hu-
man knowledge in a computational model in order to fully
recognize any context involved. Humans are also capable of
creating new knowledge and new ways of communicating,
making it necessary for the intelligent system to understand
such creativity. However, there is a lot of diversity among
the languages, and an approach that addresses one of these
aspects in a given language may not always work for other
languages Pandya and Kalani [2021].
Although the available chatbot platforms can provide con-

sistent features for their use in most different contexts, there
is still a need to foster the actual technology by bringing sup-
port for some of the critical tasks. One of these tasks is the
content update. Nowadays, available AI, KB, and NLP re-
sources can provide chatbots with the possibility of automat-
ically or semi-automatically include new content in their in-
teractions and responses. However, most of the works focus

only on integrity related updates, while only recent works
have adopted approaches taking leverage of Linked Data
characteristics, Knowledge Bases and Machine Learning re-
sources Bagwan et al. [2021]; Ngai et al. [2021]; Heinzerling
and Inui [2021].
Throughout this article, we explore the entire chatbot

development pipeline, discussing the techniques and ap-
proaches that shape each of the topics mentioned so far. We
highlight the gaps that remain to be filled and how promising
approaches and current research trends aim to increase the
chatbot’s autonomy, from information extraction to knowl-
edge base update.
The remainder of the document presents general aspects

of chatbots, Information extraction, Knowledge representa-
tion, and known platforms and services to implement chat-
bots applications. Then are discussed current research trends
regarding language models and knowledge-based resources
applied to chatbots. Finally, we present the conclusion of the
work.

2 Chatbots

Chatbots can be characterized into distinct models according
to their capabilities and scope. For instance, chatbot systems
aimed at answering Frequently Asked Questions (FAQ) usu-
ally work with a narrowed set of questions and responses,
providing fixed responses to similar questions Vajjala et al.
[2020]. Chatbots that follow a flow-basedmodel, on the other
side, are able to track the information on the conversation
and build simple dialogues with the user, with the ability to
generate more complex and variable answers. This model of
chatbot asks specific and pre-defined questions to the user in
order to complete the task (e.g., booking a flight). A more ad-
vanced level of chatbots, directed mostly for entertainment,
are the open-ended agents. They can carry a conversation
with the user about different topics without the necessity of
keeping track of flows. Open-ended chatbots do not follow a
specific template and are not restricted to a narrowed set of
question-answer pairs.

Figure 1. Pipeline of NLP tasks for building a dialogue system.

The aforementioned models can be classified into goal-
oriented or conversational chatbots. The FAQ-directed and
the flow-based chatbots fall into the goal-oriented category, a
domain-specific system that requires domain-specific knowl-
edge and focuses on accomplishing a goal. The open-ended
systems are classified as conversational chatbots, where
open-domain conversations without a specific goal play a
part.
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Despite the distinct purposes, the development of any di-
alogue system shares the employment of a set of NLP tasks,
as depicted in Figure 1. Speech recognition is the task of tran-
scribing human speech into text, working as an interface be-
tween the human and the intelligent application. However,
many chatbots do not need to interact with humans through
speech, only through text, which leads us to the next pipeline
stage, the natural language understanding (NLU). The task
of understanding the natural language is responsible for iden-
tifying and analyzing the objects present in the sentences,
such as named entities, sentiments, and co-references. Some
objects might be implicit in the text, such as sentiments,
while others might appear explicitly, such as named entities.

Following the pipeline, next task is to build the modules in
charge of controlling the dialogue and deciding the conversa-
tion flow. The dialog and task managers modules establish
which segments of information are relevant or not based on
the information extracted by the NLU module. This manag-
ing process can often be based on rules or on complex mech-
anisms such as reinforcement learning Vajjala et al. [2020].
Dialogue managers are common in goal-oriented conver-

sational models since there is a well-defined objective in the
conversation. Finally, the natural language generation step
consists in building response in a human-readable fashion
according to the decisions made by the dialog manager. The
answer is then provided to the user through the speech syn-
thesis module, which transforms the text-based information
into speech, if required.
Behind every step above, several other minor tasks are

happening. In contrast to simple question-answering systems,
chatbots or dialogue systems must be able to understand the
context and the nuances of the user’s input, as the ambiguity
and the language diversity mentioned previously. To do so,
the NLU module needs to extract the user’s intent and the
entities related to it.
The intent is associated with the chatbot’s domain of oper-

ation (e.g., an assistant that books a flight, finds a restaurant,
and so on), and it helps the agent to decide the actions to be
taken. The entity is the ontological construct that holds in-
formation regarding the objects related to the intent. Consid-
ering the example: “Book me a flight to Berlin”. The intent
is “book a flight”, and the entity is “Berlin”, which is the
information related to the intent.
In order to better understand the complexity involved in

the development of a chatbot system, the next sections will
delve into the details of some stages of the NLP pipeline.
More specifically, we will discuss the state-of-the-art on
knowledge extraction, knowledge representation, and knowl-
edge base update.

3 Knowledge Extraction
Knowledge extraction involves identifying, organizing, and
representing knowledge from various sources, including
structured data sources such as databases, as well as unstruc-
tured sources such as text documents and multimedia con-
tent. The goal is to create a structured knowledge base that
can be used for decision-making, problem-solving, and other
applications. Knowledge extraction algorithms may use tech-

niques such as data mining, machine learning, and semantic
analysis to identify patterns, relationships, and concepts in
the data Unbehauen et al. [2012].
One prominent challenge when working with NLP and

Chatbots is the fact that information is often not readily avail-
able or properly structured for utilization. For instance, a
bot hosted in an e-commerce website to help users navigate
around can easily map a graph of where each page leads to.
But what happens if the bot also had to retrieve a specific in-
formation about the product which happens to be contained
inside an image advert from the product’s description?
Challenges such as the onementioned above inspiredwork

in dynamically extracting content from websites. Such a task
dispenses the need for manual extraction which, depending
on the source and size, can be impractical at best and impos-
sible in the worst scenarios. A very flexible implementation
of website extraction is to parse the HTML page into a Docu-
ment Object Model (DOM) Tree and apply certain heuristics
to filter out parts unrelated to content like headers and side-
bars Lou et al. [2013].
The literature provides a plethora of heuristics to the DOM

Tree extraction approach. One such implementation uses the
words-leaves ratio (WLR) to determine whether a subtree is
relevant or not Insa et al. [2013]. The WLR can be summa-
rized as the number of nodes that contain text divided by
the number of leaves in a determined subtree. The aforemen-
tioned approach proved to be efficient at the time the paper
was written; however, its performance is likely to have di-
minished nowadays due to the popularization of modern web
frameworks that can lead to websites with much more com-
plex structures. The authors’ method assumes that the con-
tent is aggregated in a specific section of the page, but web-
sites like social media often have dozens of nested HTML el-
ements such as <div>s before reaching the content, as shown
in Figure 2.
A more recent approach to DOM Tree content extraction

proposed by Liu et al. Liu et al. [2017] analyses each node
alongside with its neighboring nodes to acquire the main con-
tent. The authors also apply a Node Fusion mechanism that,
based on the difference between two neighboring nodes, can
merge similar blocks from the website, simplifying the analy-
sis process and partially circumventing the complexity issue
exemplified in Figure 2.

3.1 Information Extraction
Information extraction is the process of automatically extract-
ing useful information from unstructured or semi-structured
data sources, such as text documents, emails, or social me-
dia feeds. The goal is to identify relevant data and convert it
into a structured format that can be used for further analysis.
Information extraction algorithms typically use techniques
such as natural language processing, pattern recognition, and
machine learning to identify key entities, relationships, and
events in the text.
Although being a concept with various similarities with

knowledge extraction, information extraction focuses on ex-
tracting specific data from unstructured or semi-structured
sources, while knowledge extraction is a broader process that
involves extracting and organizing knowledge from various
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Figure 2. An example of highly segmented web page.
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sources, including structured and unstructured data Ahmed
and Pathan [2018].
Moreover, information extraction is a well known NLP

task, which can be relevant for the context of chatbot con-
tent automatic update. The relevance of extracting useful in-
formation from text is not limited to NLP applications. UN-
ESCO UNESCO [1975] has published back in 1975 guide-
lines for indexing documents and manually extracting key-
words from them. The document proposed two main charac-
teristics for determining relevant keywords inside a text: ex-
haustivity and specificity. By exhaustivity, the authors sug-
gest that keywords should be able to identify all concepts in-
side a document that contains a possible informational value,
thus not being restricted to some arbitrary limit regarding
the number of terms selected. The latter characteristic deter-
mines that keywords should be as subject-specific as possible
to represent all areas covered by the document accurately.
UNESCO acknowledges that the growth of information

networks allows the collaboration of experts from multiple
areas, therefore it is imperative that all fields present in a spe-
cific document are properly represented. For example, a tech-
nical document in a contentious Computer Science subject
may reference social implications of its implementation, cov-
ering topics which belong to Social and Political Sciences.
These topics could in the future be referenced by researchers
in the area, so it is imperative that they are properly repre-
sented using the correct terms from the field instead of “So-
cial Sciences”.
In summary, keywords should be representative of both

the document and the subjects it covers. Following the
aforementioned guidelines will enable a reader to deter-
mine whether the document is relevant or not for their pur-
poses UNESCO [1975].

3.2 Keyword Extraction in Recent Work
Keyword extraction applications are broadly used nowadays
for generating metadata inside documents to provide insight
for text analysis algorithms. By using the provided metadata
inside a text document, a computer can easily process and
extract essential information for content management tasks
such as browsing, indexing, topic detection, content classifi-
cation, and recommendation Firoozeh et al. [2020].
Prior to the turn of the millennium, attempts at intelligent

keyword extraction centered attention towards supervised ap-
proaches Frank et al. [1999]; Tumey [1999]. However lim-
ited results led tomore recent work using unsupervised strate-
gies. One such work is TextRankMihalcea and Tarau [2004],
which uses an unsupervised graph-based ranking model for
determining keywords inside a text. In summary, the word of
a text is represented by a vertex on a graph. The connection
to another vertex carries significance among these two words
and casts a vote for it. After running the algorithm, each ver-
tex is attributed a score representing its importancewithin the
graph. Furthermore, the importance of the vertex casting the
vote determines the weight of the vote itself. This approach
shows superior performance to previously compared models.
Moreover, TextRank does not require deep linguistic knowl-
edge prior to utilization, which increases its portability to dif-
ferent applications.

Both supervised and unsupervisedworksmentioned above
serve as basis for recent research in the topic Litvak and
Last [2008]; Rossi et al. [2014]; Campos et al. [2020]; Vega-
Oliveros et al. [2019]. One notable fact is that the most re-
cent works found in the literature tend to use unsupervised
graph-based approaches, highlighting TextRank’s contribu-
tion to flexible keyword extraction applications.

4 Knowledge Representation
The advances observed in the Knowledge Representation
field can support improvements in the way chatbots access
and update the information they use to provide answers.
When developing an intelligent mechanism to solve a given
problem, we need to represent the extracted information in a
way that Artificial Intelligence software modules can come
to new conclusions regarding it Levesque [1986].
Extracted information can stored in knowledge bases

(KB), which may be implemented using different types of
data structures and rules. Knowledge Graphs (KG) are multi-
relational graphs that use entities (shown as nodes) and the
relations among them (shown as edges) to represent infor-
mation. These relational facts are usually depicted in the
form of triplets consisting of the head entity, the relation
itself, and the tail entity. For instance, a KG with informa-
tion about people and their nationality could contain the
triplet “(Carlos_Silva,Born-in,Brazil)”, which indicates the
relation (“Born-in”) between the two entities (“Carlos_Silva”
and “Brazil”) and is able to answer the question “Where is
Carlos_Silva from?”. KGs can also be applied for multi-hop
question answering, in which the questions require passing
through multiple edges of the graph in order to find an an-
swer.
A common issue with KGs is how much of the world’s

information can be covered by them, since they are often in-
complete, with many missing links and entities Dong et al.
[2014]. Therefore, an important research field is the develop-
ment of knowledge graph completion (KGC) methods. One
common approach is KG embedding, which is the idea of em-
bedding components of a KG such as entities and relations
through a mathematical manipulation Wang et al. [2017].
The embeddings can later be used for several tasks other than
KB completion, such as relation extraction, entity classifica-
tion, and entity resolution. Previous works proposed differ-
ent embedding approaches, such as Bordes et al. [2013]; Lin
et al. [2015]; Rocktäschel et al. [2015]; Saxena et al. [2020];
Toutanova et al. [2016]; Wang et al. [2015, 2014a,b]; Wei
et al. [2015]; Xie et al. [2016].
Knowledge Graphs are employed in several tools used

ubiquitously nowadays. An example is the Google Knowl-
edge Graph Singhal [2012], which is part of Google’s search
engine and also responsible for answering questions to con-
versational agents like Google Assistant. Google Knowl-
edge Graph contains information gathered from other well-
known KGs such as Freebase Bollacker et al. [2008], which
was later incorporated into Google Wikidata Google [2014,
2019]. Other examples of large knowledge bases are DBpe-
dia Lehmann et al. [2014] and NELL Mitchell et al. [2018].
One recent advance in knowledge representation is KE-
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PLERWang et al. [2021], which is able to take advantage of
the efficiency in capturing factual knowledge from Knowl-
edge Embedding (KE) methods for creating pre-trained lan-
guage representation models (PLMs). The authors found that
KEPLER is able to achieve state-of-the-art performance in
KG link prediction and relation extraction tasks, thus help-
ing minimize the aforementioned issues with Knowledge
Graphs.

5 Knowledge Base Update
Regardless of the application, but especially crucial in NLP,
maintaining a knowledge base is just as important as creat-
ing it. As new information becomes available, knowledge
bases need to be updated to ensure that the information they
contain is accurate and up-to-date. The work of Zhou and Li
[2012] examines how existing knowledge base (i.e., knowl-
edge breadth and depth) updates interacts with knowledge
integration mechanisms (i.e., external market knowledge ac-
quisition and internal knowledge sharing) to affect radical
innovation. For example, a firm that is able to manage the
updates on a broad knowledge base is more likely to achieve
radical innovation in the presence of internal knowledge shar-
ing rather than market knowledge acquisition.
In a similar manner, the more recent work of Garcia-Olano

et al. [2021] highlights the importance of knowledge base
updates in the context VQA (Visual Question Answering),
where a dataset containing questions about images requires
accurate and timely information and language and common-
sense knowledge to provide a suitable answer.
The dynamic nature of human communication constantly

exposes a knowledge base to new information which assume
the form of colloquial and regional expressions, new global
trends and topics, and more. Thus, it is imperative for main-
tainers to add these new user-generated patterns to their KBs
or they might risk becoming stale. The task of keeping a
knowledge base up-to-date can range from simple retraining
procedures with a larger dataset to more complex algorithms
that optimize and select the best features to prevent an ex-
ponential complexity growth, also called update semantics
Vajjala et al. [2020].
Early work in the area of KBs mostly centered their atten-

tion towards the problem of integrity checking updates and
repairing them Teniente and Olivé [1995]; Kowalski [1992];
Mayol et al. [1993]; Mayol and Teniente [1999]; Bry et al.
[1992]; Olivé [1991]; Nicolas [1982]. With the populariza-
tion of Linked Data on the web Bizer et al. [2011], sev-
eral authors have proposed methods based on currently pop-
ular knowledge querying language SPARQL Rinne [2012];
Horne et al. [2011] as well as knowledge-oriented databases
like RDF Neumann andWeikum [2010]; Endris et al. [2015].
Knowledge base updates have important applications

in various fields, including healthcare, finance, and e-
commerce. In the healthcare domain, knowledge base up-
dates can be used to improve clinical decision-making and
patient outcomes, for example in the diagnosis and treatment
of diabetes, where real-time updates to the knowledge base
can improve the accuracy of diagnoses and treatment recom-
mendations Abidi [2007]. For the finance domain, knowl-

edge base updates can be used to improve risk management
and decision-making, for example credit risk assessment,
where real-time updates to the knowledge base can improve
the accuracy of credit risk assessments Jabbari et al. [2019].
For instance, an example of knowledge base updates in e-
commerce is the use of product catalogs that are updated in
real-time to reflect changes in pricing, availability, and other
product details, as for the importance of updating product
catalogs in real-time to provide customers with accurate and
timely information Xu et al. [2020].
There are different types of knowledge base updates, in-

cluding adding new information, modifying existing infor-
mation, and removing outdated information. A work from
Sakama and Inoue [2003] introduces an abductive frame-
work for updating knowledge bases represented by extended
disjunctive programs by first providing a simple transforma-
tion from abductive programs to update programs which are
logic programs specifying changes on abductive hypotheses.
Then, extended abduction is introduced as a generalization
of traditional abduction, and computed by the answer sets
of update programs. Finally, different types of updates, view
updates and theory updates are characterized by abductive
programs and computed by update programs. The result of
this paper provides a uniform framework for different types
of knowledge base updates, and each update is computed us-
ing existing procedures of logic programming.
In Slota and Leite [2012], the authors introduce an abstract

update framework based on viewing a knowledge base as the
set of sets of models of its elements and performing updates
by introducing additional interpretations to the sets of mod-
els of elements of the original knowledge base. This paper
shows that the framework can also capture a wide range of
both model and formula-based belief update operators which
constitute the formal underpinning of existing approaches to
ontology updates.
The work of Liang et al. [2017] investigated how to keep

the freshness of a knowledge base by synchronizing it with its
data source, (such as encyclopedia websites), and proposed a
set of synchronization principles to build an Update System
for knowledge Base (USB) with an update frequency predic-
tor of entities as the core component. The authors designed
a set of effective features and realize the predictor and con-
ducted extensive experiments to justify the effectiveness of
the proposed system, and finally, the USB was deployed on
a Chinese knowledge base to improve its freshness.
A study from Nakashole and Weikum [2012] highlights

the importance of updating knowledge bases in real-time
to ensure that the information remains relevant and accu-
rate. Nevertheless, despite using one of these mentioned ap-
proaches, updating knowledge bases can be challenging due
to the volume and complexity of the information contained
in the database, specially when conceptualizing cultural her-
itage information systems (CHIS), as detailed in the work of
Kumar and Nair [2021].

6 Platforms, Tools, and Services
As previously mentioned, intelligent systems have become
widely present nowadays, introducing the necessity to facil-
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itate their development. Many powerful APIs and platforms
have been made available by companies and open-source
projects, providing the tools to build complex chatbots in a
user-friendly manner. The techniques involved in the devel-
opment pipeline (data pre-processing, natural language un-
derstanding, knowledge extraction and representation) are
now transparent to the user, allowing everyone to assemble
their own chatbot.
In this section we present some APIs for the develop-

ment of conversational agents: LUIS byMicrosoft Microsoft
[2016], Watson Assistant by IBM IBM [2006], and Rasa ras
[2024], an open-source platform. The platforms were cho-
sen due to their popularity inside the community, while it is
worth mentioning that many others are not included in this
paper due to space limitations.

6.1 LUIS – Language Understanding

LUIS is a cloud-based machine learning service that facili-
tates the embedding of natural language processing into ap-
plications, bots, and IoT devices. Many available templates
allow the use of LUIS on enterprise-grade conversational
bots, chatbots for e-commerce scenarios (e.g., banking, en-
tertainment, food), and for IoT system controlling through
voice commands. LUIS is part of Microsoft Cognitive Ser-
vices and is supported by the Azure infrastructure, easily in-
tegrated into any other Microsoft service. The architecture of
an information chatbot built using LUIS is depicted in Fig-
ure 3, where many Azure services can be identified.

Figure 3. LUIS-based information chatbot.

The Bot Framework Microsoft [2024] is a complete col-
lection of cross-platform command line tools that covers end-
to-end bot development pipeline. Some of the available tools
are the Bot Framework Emulator, which allows developers
to test and debug their bots; the Bot Framework Composer,
which is especially geared towards the development itself;
and the many Bot Framework Samples, which illustrate ex-
amples of key aspects that need to be implemented.
LUIS employs several NLP techniques to provide natural

language understanding over the data. Tokenization, speech
tagging, segmentation, morphological analysis, translation,
and many other methods assist on the language transforma-
tion. Once NLU remains a challenging problem given the in-
herent characteristics of human language, LUIS focuses on
intent and entity recognition, identifying what the users want
and what they are talking about in order to understand the
user’s intent and extract relevant information.
One crucial aspect behind the LUIS architecture is the

QnA Maker Microsoft [2024b], the module responsible for
building the knowledge base based on the available data. The

content is imported into the KB and structured in question-
answer pairs, extracting information as the entities and the re-
lationship between them. The question-answer pairs include
alternate forms for the questions, metadata tags to apply fil-
ters on the answer choices, and follow-up prompts to con-
tinue the search refinement. Thereby, QnA is able to find the
most appropriate answer for a given input question.
LUIS has several features, amongst them, it has pre-built

domains, which provides pre-built domains such as calen-
dars, weather, and multimedia that can be customized and
used to create language understanding models quickly; Inte-
gration with Azure Services, and as a part of the Microsoft
Azure cloud platform, and it integrates seamlessly with other
Azure services such as Bot Service and Cognitive Services;
and Multilingual Support, which enables LUIS to supports
multiple languages, including English, Spanish, French, and
Chinese.

6.2 IBMWatson Assistant

Watson is an AI-based virtual agent powered by the IBM
Cloud Services Qi et al. [2021]. Just as Microsoft, IBM also
provides cross-platform tools to facilitate the chatbot devel-
opment. The IBM Cloud API reference IBM [2021] helps
in the initial implementation and guides the user through
more complex steps to achieve a powerful assistant. Wat-
son also provides pre-trained models that, together with a
dialogue builder and content library, accelerate the chatbot
development with no code required. Besides using the avail-
able knowledge, the IBM platform also looks for up-to-date
answers in existing content bases.
Watson is explicitly proactive, suggesting the most rele-

vant options to the user as soon as possible in the conversa-
tion. One key aspect is its active learning capabilities, which
allow it to improve problem resolution and reduce frustration
by asking users for the context in their questions. Its main
work mechanism is to use NLU to analyze text and extract
relevant information, including entities, keywords, and sen-
timent.
Watson features include pre-built models for a wide range

of industries, including healthcare, finance, and retail. It also
has integration with IBMCloud, makingWatson a part of the
IBM Cloud platform that integrates with other IBM Cloud
services, including Cloud Functions and Cloudant.

6.3 Rasa

Rasa in an open-source framework that embodies natural
language understanding and conversation through a ma-
chine learning-based dialogue management. Its architecture
is highly modular and customizable, employing state-of-the-
art NLU research and techniques with the contribution of a
global community with over six hundred developers and ten
thousand forum members Rasa [2024a]. Instead of dealing
with AI systems with hidden internal details, developers can
have full access to the entire chatbot pipeline.
Rasa architecture can be observed in Figure 4. The Tracker

Store is a module to store the assistant’s conversations. The
platform provides different storage types implementations,
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Figure 4. Rasa assistant architecture.

ranging from the default in-memory to SQL-based, Redis-
based, Mongo-based, and other databases besides also allow-
ing users to create their own, again demonstrating the flexibil-
ity the platform provides. Using a NLP/ML technique similar
to Microsoft LUIS, Rasa uses intent recognition and entity
recognition to understand the user’s intent and extract rele-
vant information.

Rasa also presents a set of methods to interact with
APIs, knowledge bases, content management systems, and
ready-to-deploy Docker containers, all through its Event Bro-
kers Rasa [2024b]. As well as the other platforms, it can
be easily integrated into well-known messaging tools, like
Slack, Facebook, Google Home, IVR systems, and custom
applications, and a single assistant can be deployed into mul-
tiple channels Rasa [2024b].Thereby, Rasa provides a highly
customizable product with an agile development and deploy-
ment process that can be integrated with a wide range of tools
and platforms, including chatbots, voice assistants, and mes-
saging apps.
In opposition to the aforementioned platforms, Rasa al-

lows users to use it simply as a standalone NLU service, eas-
ily trained, tested, and executed through command line. It
also provides interactive learning, where one can generate
new training data to the assistant by talking to it and provid-
ing feedback when it makes an error.

6.4 Chatbots’ platforms characteristics

Table 1 summarizes the main characteristics of each chat-
bot platforms presented on this work. It is important to em-
phasize that all this chatbot plataform use Dialogue Manage-
ment as one of their main working mechanisms to provide
a flexible dialogue management system that allows develop-
ers to create custom conversation flows using a rule-based
approach
Overall,Microsoft LUIS, IBMWatsonAssistant, andRasa

all provide powerful NLP tools and services for developers.
The choice of platform will depend on the specific require-
ments of the project, including the level of customization
needed, the complexity of the conversation flows, and the
availability of pre-built models and domains.

7 Current Research Trends
Besides strategies based on heuristics andMachine Learning,
solutions based on Deep Learning (DL) have become popu-
lar in the last few years. Given the fact that language is in-
herently complex and unstructured, DL can be useful for ex-
ecuting NLP tasks. In this section, we discuss some state-of-
the-art DL architectures that have been widely used to under-
stand human language and its nuances. We initially highlight
approaches based on Deep Learning used for constructing
language models, which are applied successfully to several
NLP tasks.We then present and discuss knowledge-based ap-
proaches, as they can provide complementary resources.

7.1 Language Model Resources
Recurrent Neural Networks (RNNs) are designed to process
data in a progressive and sequential manner, with neural
units capable of remembering the recent data processed and
learned Karpathy [2015]; Vajjala et al. [2020]. Given the in-
herently sequential nature of language, with sentences flow-
ing from one direction to another, an RNN model can pro-
gressively read and interpret any given input. One drawback
of the technique is its forgetful memory, which prevents it
from remembering the entire context of typical large sen-
tences Vajjala et al. [2020]. Long short-term memory net-
works (LSTMs) aim to mitigate this constraint by discarding
the part of the sentence that is irrelevant to understand the
context and perform theNLP tasksHochreiter and Schmidhu-
ber [1997]; Olah [2015]; Vajjala et al. [2020]. LSTMs are re-
sponsible for somemajor advances for many NLP tasks Olah
[2015]; Vajjala et al. [2020].
A recent but prominent technique in solving NLP tasks

are transformers Vaswani et al. [2017]. Instead of analyz-
ing the sentence sequentially like other approaches propose
(e.g., RNNs), transformers look around each word individu-
ally to understand its context. This approach is known as self-
attention, and it can better represent some of the language
nuances mentioned earlier. To build its knowledge, the trans-
former is pre-trained with very large datasets in an unsuper-
vised fashion, learning context and meanings from the large
amount of information. The knowledge acquired can then
be transferred to smaller NLP tasks through what is known
as transfer learning Vajjala et al. [2020], on which the pre-
trained model is fine-tuned into downstream NLP tasks such
as named-entity recognition (NER), question answering, and
text classification.
Some of the advantages transformers have against other

DL techniques is its representation capability. The encoder
receives a list of word embeddings whose size is the length
of the longest sentence on the training dataset, which allows
the model to extract context from the entire sentence, regard-
less of its size Vaswani et al. [2017]; Alammar [2018]. Be-
sides that, the transformer also holds amulti-headed attention
mechanism that allows it to focus on different positions to
capture context and attention, which helps the interpretation
of sentences like the aforementioned: “The man couldn’t lift
his son because he was so weak”. By focusing on both “the
man” and “so weak”, the mechanism can answer who was
so weak. Therefore, transformers are able to more accurately
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Table 1.Main Chatbot’s Plataforms Techniques and Features
Platform Main NLP/ML Techniques Features

Microsoft LUIS Intent and Entity Recognition,
Dialog Management

Intent and Entity Recognition, Pre-built Domains,
Integration with Azure Services,
Multilingual Support

IBM Watson Natural Language Understanding (NLU),
Dialog Management, Machine Translation

Natural Language Understanding (NLU),
Watson Assistant, Pre-built Models,
Integration with IBM Cloud

Rasa Intent Recognition, Entity Recognition, Dialogue Management Open Source, Intent and Entity Recognition,
Dialogue Management, Customizable

model the context and the subtle language peculiarities that
might go unnoticed by other methods, enhancing their repre-
sentation power.
Transformers also allow a higher level of parallelism com-

paring to convolutional and recurrent solutions, consequently
reducing training time. In recurrent models, for instance, a
given hidden state is a function of a previous hidden state,
which sequentializes the training process and restrains the
performance Vaswani et al. [2017]. On the transformer ar-
chitecture, each word of the sentence flows on its own path
in the encoder. The only existing dependency occurs in the
self-attention layer, where the score of a word is calculated
based on crossing each other word in the sentence against the
word in question Alammar [2018].

A promising language representation model is BERT
(Bidirectional Encoder Representations from Transform-
ers) Devlin et al. [2019]. BERT is pre-trained with massive
amounts of data and has improved the transformers origi-
nal model by implementing a bidirectional pre-training of
the data.While typical transformermodels use unidirectional
self-attention on which each token can only be related to the
context on its left, in the BERT model the context can be ex-
tracted from both left and right directions in all layers Devlin
et al. [2019]. This solution enhances the context incorporated
and results in a pre-trained model that can be fine-tuned with
a single additional output layer for many different tasks De-
vlin et al. [2019]. In that way, BERT is a general-purpose
language model that can be tuned for specific tasks and do-
mains.
Larger transformer models are able to provide much better

performance for NLP applications. However, they face mem-
ory and training time constraints. Some works addressed
these aspects through new parallelism levels Shoeybi et al.
[2020] and through parameter-reduction techniques Lan
et al. [2020], enhancing scalability and reducing training
time without an equivalent loss in performance. Despite the
improvements, these models are still too computationally
taxing for use in mobile and real-time scenarios Reis et al.
[2021], which is the case of many conversational agents and
chatbots. A potential solution to the inference performance is-
sue is Knowledge distillation (KD), which is a compression
technique that transfers the knowledge of a huge model into
a lighter representation, while diminishing the performance
loss Tang et al. [2019]; Reis et al. [2021].
An increasingly popular resource in NLP are large lan-

guage models (LMs) such as GPT-3 Brown et al. [2020],
which contains billions of parameters and can be used for
few-shot learning in various tasks. Despite their aptitude for
solving numerous downstream tasks much better than the

previous state-of-the-art, concerns have been raised about
the consequences of training conversational models and
question-answering systems on unfiltered content from the
internet Bender et al. [2021]. In an effort to better handle
toxic conversations and nonfactual answers, some authors
are exploring using human feedback as labels in fine-tuning
Ouyang et al. [2022]. It is evident, however, that factuality
in LMs still remains an open issue in the field.

7.2 Knowledge-Based Resources
Despite the progress and the several approaches for con-
text understanding, essentially after the transformers, state-
of-the-art language models continue to explore only the sta-
tistical distribution of words in the training dataset without
embodying their meaning Reis et al. [2021]. The outcome
is the difficulty of reasoning over common knowledge since
the implicit meaning of the sentences is missing. The inabil-
ity of dealing with common sense might hinder the perfor-
mance of conversational agents that are required to interact
directly with humans. Several approaches to overcome this
limitation have been developed recently, such as the integra-
tion of graph knowledge resources and even integrating lan-
guage models and knowledge base resources.
In some works, knowledge graphs are applied within unsu-

pervised pre-training given their explicit interpretation capa-
bilities (by using triples) and contrasts with the interpretabil-
ity of attention mechanisms Das et al. [2018]; Jain and Wal-
lace [2019]; Reis et al. [2021]. However, most knowledge
bases are often incomplete, as mentioned in the Section
Knowledge Representation and Update, which further ham-
pers the understanding of common sense. To increase both
data diversity and volume, data augmentation methods can
be applied to gather more information about common sense
and existing relations Reis et al. [2021]; Yu et al. [2018].
Some researches are dedicated to identifying the best possi-
ble way to integrate external knowledge and make it avail-
able to common sense reasoning tasks. This is a critical
task given the importance of having a knowledge graph that
is correctly-aligned with the given task’s objectives Bauer
[2021].
The use of knowledge bases and knowledge graphs within

the scope of chatbots allow for the dialogue planning to cope
with more complex situations. These are the situations in
which context elements are needed by the system to obtain
the right answer. Some works, such as Kacupaj et al. [2021],
innovate in this field by introducing the use of both graph
knowledge and transformer-based resources.
The flexibility of pre-trained language models in natu-



Advancing Chatbot Conversations: A Review of Knowledge Update Approaches Da costa et. al., 2024

ral language understanding and supporting activities such
as question formulation is regarded as a important as-
set in the field. Some of the work found in the litera-
ture integrated these models as a possible alternative or
complement to query operations in structured knowledge
bases Danushka Bollegala and ichi Kawarabayashi [2021].
In a related initiative, embedding entities and relations from
a knowledge graph has been experimented as a way to im-
prove performance in predicting entity relations over large
knowledge bases Heinzerling and Inui [2021].
In the past few years, knowledge bases have become more

robust and harder to navigate Zaveri et al. [2016]. As a re-
sult, attempts at reducing their complexity and redundancy
have emerged Tanon et al. [2020]; Wang and Hao [2020];
Xie et al. [2017]. One example is the latest major version of
YAGO (version 4) which simplifies the taxonomy structure
by merging instances of Wikidata, the most complex source,
into the simpler structure of schema.org, which provides a
great reduction in output complexity Tanon et al. [2020].

8 Concluding Remarks
In this paper, we presented the main aspects regarding con-
versational agents development and implementation. We
aimed to highlight the prominence these systems are gaining
in automating human-depending activities, their most impor-
tant software platforms, and their main known challenges.
Some of these challenges are related directly to the natural
language ambiguity and diversity, preventing some interact-
ing tasks from being automatized. This is the case of natural
language understanding, information extraction, and knowl-
edge integration.
Although these examples can carry many open questions,

the literature also shows promising initiatives discussed in
the paper. In particular, the paper discussed the state-of-the-
art resources dedicated to fostering the possibilities of auto-
matic content update. These alternatives can be observed in
the case of language models based on NLP and DL resources,
with the potential to support question-answering contexts.
Complementarily, the knowledge base resources provide the
chatbots with important new features, closing the gap in nat-
ural language and context understanding.
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