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Abstract. The era of Remote Sensing Big Data has arrived. Indeed, massive amounts of remotely sensed data have
been collected by different countries from a large number of Earth observation spaceborne and airborne sensors. They
allow us to identify meaningful changes in the Earth’s surface that may affect whole ecological systems and be a threat
to biodiversity. Crucial to that end is time series analysis of remote sensing images, for which the Time-Weighted
Dynamic Time Warping (TWDTW) algorithm stands out as one of the most used approaches found in the literature so
far. However, the computational complexity of the TWDTW algorithm makes it rather inefficient for Remote Sensing
Big Data. Also, the huge volume of high spatial-temporal resolution remote sensing data cannot be handled by a
single computing node. To overcome that drawback, this work proposes a parallel algorithm, named SP-TWDTW
(Spatial Parallel TWDTW), that allows for the analysis of large scale time series using Manycore architectures (GPU).
In order to process massive time series of remote sensing data in a cluster of computers, an approach for distributing
the TWDTW processing is introduced in this paper.

Categories and Subject Descriptors: D.1.3 [Software]: Concurrent Programming; H.2.4 [Database Management]:
Miscellaneous; C.2.4 [Computer-communication networks]: Distributed Systems—Distributed databases; Dis-
tributed applications

Keywords: Big Data, Parallel Programming, Remote Sensing, Time Series Analysis

1. INTRODUCTION

Never before in the current era has the Earth’s surface changed so fast. While urban and agricultural
areas greedily expand into the surrounding natural space, whole forest ecosystems are diminishing at
an alarming speed. To identify those changes and highlight their dynamics, the analysis of remotely
sensed image time series has become an essential technique. In fact, time series analysis is now
being embedded in many systems used by the global community addressing questions on sustainable
environment [Bégué et al. 2018]. The ever-increasing volume of satellite remote-sensing data shows
significant potential for scientists to explore it through time series analysis [Huang et al. 2017]. Remote
sensing data are clearly showing the characteristics of Big Data. We are now living in the age of Remote
Sensing Big Data [Chi et al. 2016].

Dynamic time warping (DTW) has been widely used as a distance measure for time series classifi-
cation [Bagnall et al. 2017]. However, it is not well suited for time series analysis of land use and land
cover data because it disregards the temporal range when finding the best alignment between two
time series [Maus et al. 2019]. The Time-Weighted Dynamic Time Warping (TWDTW) algorithm
performed well in identifying land use and land cover with better results than other DTW variations
for searching occurrences of patterns in time series of remote sensing data [Maus et al. 2019].
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The TWDTW algorithm has a high computational cost, with time complexity of O(n2), where n is
the length of the longest time series being analyzed, making its use unfeasible in Remote Sensing Big
Data [Xiao et al. 2013]. In this scenario it is necessary to parallelize the TWDTW algorithm. However,
the data dependence of it is high and is a challenge to exploit the fine-grained parallelism. Besides
that, the huge volume of high spatial-temporal resolution remote sensing data cannot be handled by
a single computing node [Huang et al. 2017].

This paper proposes a new massive parallel algorithm, named Spatial Parallel TWDTW (SP-
TWDTW), based on TWDTW, that explores the Manycore (GPU) architectures addressing the
TWDTW data dependency. In order to support time series analysis in Remote Sensing Big Data, a
new architecture is introduced for processing the time series analysis algorithm in a cluster of com-
puters, where the memory spaces are automatically managed so that they do not exceed capacity.
Unlike TWDTW, SP-TWDTW takes into account the temporal axis and the spatial autocorrelation
to determine the land use mapping in a given region. Techniques which ignore spatial autocorrelation
typically perform poorly in the presence of spatial data [Vatsavai 2008].

The main contributions of this work are:

—A new massive parallel algorithm for spatio-temporal analysis of remote sensing images.
—The inclusion of the spatial dimension in time series classification.
—An automatic system to manage the memory usage between CPU and GPU spaces.
—An architecture for processing time series analysis in a distributed environment.
—Experimental work with real and synthetic data

This paper is an extended version of [de Oliveira et al. 2018], presented in the XIX Brazilian
Symposium on GeoInformatics (GEOINFO 2018). In particular, the present work introduces a new
architecture for processing TWDTW in a cluster of computers to support the time series analysis for
Remote Sensing Big Data. This paper is organized as follows. Section 2 summarizes the background,
related work and existing systems that support parallel processing of time series analysis. Section 3
describes the TWDTW algorithm used as the basis for this work. The new algorithm proposed in this
paper is presented in Section 4 for parallel and distributed processing of time series analysis. Section
5 validates the parallel and distributed solution proposed in this work. Finally, Section 6 presents
some conclusions and future work.

2. BACKGROUND AND RELATED WORK

In this section, we summarize the background, related work and existing systems that support parallel
processing of time series analysis. In Section 2.1, we review methods for the time series analysis of
remote sensing data using the DTW algorithm. In Section 2.2 we elaborate on the current work for
processing time series analysis with parallel architectures. Section 2.3 introduces some algorithms to
improve the time series analysis through spatial interpolation.

2.1 Time Series Analysis

Time series analysis comprises methods for extracting important statistics and characteristics from
time series data. The DTW allows the alignment between two time series, even if they have different
lengths or they are not aligned on the time axis. Given the time series A and B, the distance between
them is computed as

DTW (A,B) = min

√√√√ K∑
k=1

wk (1)
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where wk = (i, j) represents the association between the i-th and j-th observations, ai and bj , re-
spectively time series A and B, which are equivalents according to the Euclidean distance, d(i, j) =√

(ai − bj)2. The sequence w1, w2, ..., wk represents the association between pairs of observations from
the two given time series, denoted by the adjustment path. Equation 1 is subject to the following
conditions: i) The first observation of one series must match the first observation of the other series,
w1 = (1, 1), and the last observation of one series must match the last observation of the other,
wk = (m,n); ii) Given wk = (i, j) and wk+1 = (i′, j′) then 0 ≤ i′ − i ≤ 1 and 0 ≤ j′ − j ≤ 1.

Several techniques of time series analysis have been previously proposed [Cressie and Wikle 2015].
Some methods process each image independently and compare the results for different time in-
stances [Gómez et al. 2011; Lu et al. 2016]. The technique presented in [Costa et al. 2018] builds
a time series of each pixel and processes them independently. In the end, the algorithm chooses some
seed pixels in the image and calculates the distance between the time series of these seeds to their
neighbors using the DTW method, grouping similar neighbors. Some papers [Petitjean et al. 2012;
Petitjean and Weber 2014] proposed non-parallel methods using DTW to analyze time series of satel-
lite images. Petitjean et al. [2012] and Petitjean and Weber [2014] used a maximum time delay to
avoid time distortions based on the date of the satellite images.

2.2 Parallel and Distributed Approaches for Time Series Analysis

The rapid growth of Multicore/Manycore processors has attracted the attention of many researchers.
Verbesselt et al. [2010] and Jamali et al. [2015] proposed algorithms for supporting parallel execution
in Multicore architectures using the library foreach1 from R language. The TWDTW (described in
Section 3) method [Maus et al. 2016] also uses foreach package to parallelize the execution. The
papers [Xiao et al. 2013; João Jr et al. 2017; Zhu et al. 2018] presented parallel solutions to analyze
time series using Manycore architectures (GPUs), but time series analysis in remote sensing was not
addressed.

The unprecedented proliferation of data has posed significant challenges in managing, processing
and interpreting this large volume of data. Due to the emergence of high-performance computing
clusters, the Apache Spark [Zaharia et al. 2010] cluster implementation has been chosen to compute
distributed DTW efficiently, achieving nearly linear speedup with DTW [Shabib et al. 2015]. The
Apache Hadoop framework [White 2009] is also used for the distributed processing of DTW for fast
similarity search based on DTW with the MRDTW (Map Reduce based DTW) platform [Yin et al.
2015]. For remote sensing time series analysis, a map/reduce architecture was proposed [Camara et al.
2016] for distributed processing of the TWDTW algorithm in the Hadoop ecosystem.

Great efforts have been made towards the incorporation of novel ideas for searching and mining
massive time series under Dynamic Time Warping (DTW) [Rakthanmanon et al. 2013]. Xu et al.
[2016] designed, implemented, and evaluated a time series analysis approach that is able to decompose
large scale mobile traffic into regularity and randomness components. Huang et al. [2017] introduced
a novel in-memory computing framework using Apache Spark on Hadoop Yarn model with a focus
on parallel processing of massive remote sensing data, but not handling time series. Some papers
[Chebbi et al. 2018; Ma et al. 2015; Chi et al. 2016; Liu et al. 2018] describe the most challenging
issues in managing, processing, and efficient exploitation of big data for remote sensing problems.
Chebbi et al. [2018] focus on the comparison of two well-known platforms of Remote Sensing Big
Data namely Hadoop and Spark. Liu et al. [2018] makes an attempt to introduce the latest theory,
methods and applications to manage, exploit and analyze remote sensing big data. Ma et al. [2015]
and Chi et al. [2016] give an overview of the Big Data problems, including the analysis of Remote
Sensing Big Data challenges, current techniques and works for processing remote sensing big data.
Many platforms have been proposed to deal with big data in remote sensing, but no solution was

1https://cran.r-project.org/web/packages/foreach/index.html
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found for time series processing on Remote Sensing Big Data using distributed and massively parallel
(GPU) architectures.

2.3 Spatial Interpolation

Some papers perform the time series analysis through spatial interpolation [Li and Heap 2014], which
is the process of using points with known values to estimate values of other unknown points. Methods
for time series analysis which ignore spatial autocorrelation typically perform poorly in the presence
of spatial data [Vatsavai 2008]. Several methods have been used for it, of which the most important
are:

(1) Nearest Neighbor: the value of each point is determined by the nearest points [Mitas and
Mitasova 1999];

(2) IDW: it weights the points closer to the prediction location greater than those farther away [Shep-
ard 1968];

(3) Kriging: assumes that the distance or direction between sample points reflects a spatial correla-
tion that can be used to explain variation in the surface [Stein 2012].

3. TIME-WEIGHTED DYNAMIC TIME WARPING (TWDTW)

The DTW algorithm does not perform well for time series analysis of remote sensing images because
it disregards the temporal range when finding the best alignment between two time series classifica-
tions [Maus et al. 2016]. So, the TWDTW [Maus et al. 2016] was proposed as a variation of the DTW
algorithm. The TWDTW is sensitive to seasonal changes of natural and cultivated vegetation types
and considers inter-annual climatic and seasonal variability. The TWDTW method computes the cost
matrix Ψn,m given the pattern U = (u1, ..., un) and time series V = (v1, ..., vm). The elements ψi,j of
Ψn,m are computed by adding the temporal cost ω, becoming ψi,j = |ui − vj | + ωi,j , which ui ∈ U
∀ i = 1, ..., n and vj ∈ V ∀ j = 1, ...,m. To calculate the time cost, the logistic model is used with a
midpoint β and a bias α presented in Equation 2.

ωi,j =
1

1 + e−α(g(ti,tj)−β)
, (2)

in which g(ti, tj) is the elapsed time in days between dates ti for the patterns U and tj in the time
series V . From the cost matrix Ψ an accumulated cost matrix is calculated, named D by using a
recursive sum of the minimum distances, as shown in equation 3

di,j = ψi,j +min{di−1,j , di−1,j−1, di,j−1}, (3)

which is subject to the following conditions:

dij =


ψi,j i = 1, j = 1∑i
k=1 ψk,j 1 < i ≤ n, j = 1∑j
k=1 ψi,k i = 1, 1 < j ≤ m

(4)

The k-th lowest cost path in D produces an alignment between the pattern and a subsequence of
V with associated distance δk, in which ak is the first element and bk the last element of k. Each
minimum point in the last row of the cost matrix is accumulated, i.e. dn,j ∀ j = 1, ...,m, produces an
alignment, with bk = argmink(dn,j), k = 1, ...,K and δk = dn,bk , in which K is the minimum number
of points in the last row of D.

A reverse algorithm, Equation 5, maps the path Pk = (p1, ..., pL) along the k-th “valley” to the
lowest cost in D. The algorithm starts in pl=L = (i = n, j = bk) and ends with i = 1, i.e. pl=1 = (i =
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1, j = ak), in which L denotes the last point of alignment. The path Pk contains the elements that
have been matched between the series.

pl−1 =


(i, ak = j) se i = 1

(i− 1, j) se j = 1

argmin(di−1,j , di−1,j−1, di,j−1) otherwise
(5)

The land cover mapping with TWDTW is performed in two steps. In the first step, the DTW
algorithm is applied to each pattern in U ∈ Q and each time series V ∈ S. This step provides
information on how many patterns match with time series intervals. In the second step, the best
matching pattern found by the DTW algorithm is used for land cover mapping.

4. SPATIAL-TIME SERIES ANALYSIS OF REMOTE SENSING IMAGES WITH A PARALLEL
ARCHITECTURE

TWDTW is a pattern-matching algorithm based on dynamic programming with time complexity
O(n2). This section presents the solution proposed in this work for the parallel processing of spatial
time series analysis. This solution, named SP-TWDTW (Spatial Parallel TWDTW), parallelizes the
TWDTW analyzing the temporal axis of the time series, as well as the spatial axis of the neighboring
pixels to classify each time series.

The accumulated cost matrix D is computed from the cost matrix Ψ using the recursive sum of
the minimum distances, as shown in equation 3. The construction of D cannot be trivially paralleled
since the computation of each element (i, j) of the matrix depends on the previous elements (i− 1, j),
(i, j−1) and (i−1, j−1). This dependency can be seen in Figure 1a. The idea behind the SP-TWDTW
algorithm is presented in Figure 1b. Each diagonal is computed in parallel, with each thread being
responsible for a diagonal cell. Since the elements are not dependent on each other within the diagonal,
the calculation of the accumulated cost does not lead to an inconsistent matrix. The details of the
SP-TWDTW matrix computation are presented in Algorithm 1 in Section 4.1. Section 4.2 introduces
a new architecture for processing time series analysis in a distributed environment.

4.1 Spatial Parallel Time-Weighted Dynamic Time Warping (SP-TWDTW)

Algorithm 1 describes the SP-TWDTW, which has as input the set of patterns Q and the set of time
series S and calculates the final alignment cost matrix between each U ∈ Q and V ∈ S. Since Q

(a) The computation of
each element in D de-
pends on the values of
previous elements.

(b) SP-TWDTW: Par-
allel processing of D

Fig. 1. Computation of the accumulated cost matrix D
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and S can be larger than available memory, the input of this algorithm admits that these sets are
stored on the disk. The SP-TWDTW manages the loading of blocks of Q and S to CPU memory
and subsequently to the GPU memory so that it does not exceed their limits. The SP-TWDTW also
receives as input the maximum size of the sets Q and S that fill in the GPU memory (bQ and bS
respectively) and CPU memory (max_bQ and max_bS respectively).

The algorithm starts in lines 2 and 3 by reading the blocks of the patterns into the queueQ and
blocks of the time series into the queueS. This task is performed by a CPU thread that manages the
input queue size and the CPU memory available size. So, it is not necessary to wait for this step to
finish before starting to load the blocks into the GPU global memory. Between lines 4 and 28, the
Algorithm 1 loads the blocks into the GPU memory and computes the matrix D. This is done while
there are blocks to be processed.

From line 5 until line 8, bQ patterns U and bS time series V are loaded into the GPU global memory,
joining the patterns in a single bigQ sequence and the time series in a single bigS sequence. This union
allows the GPU to perform block processing using all its computational power. In line 9, the cost
matrix is constructed from bigQ and bigS, with each GPU thread being responsible for computing an
element of the array.

The calculation of matrix D is performed following the idea presented in Figure 1b, where each
thread computes the cost of each element in the diagonal. Since each element of the diagonal depends
only on the two diagonals, they can be calculated independently. Given that bigQ and bigS have
several patterns U and time series V , bQ ∗ bS threads are launched in the GPU, with each block of
threads being responsible for calculating the cumulative cost between a pattern U and a time series
V . Each block in the GPU has min(sizeU, sizeV ) threads that is the maximum size of a diagonal
when comparing U and V , so that each thread performs the calculation of one diagonal element.

From line 14 to 20, the costs of the first sizeU elements from the upper diagonals above the secondary
diagonal are computed. In a square matrix, these first sizeU diagonals are the upper triangular matrix.
The Algorithm 1 assumes that the index starts at position 0. To identify each diagonal, the row index
in the upper matrix is computed as si− tid and the column index is determined by the thread id. The
matrixD is updated for each diagonal element using the function update_accumulated_cost_matrix.

The elements of the next sizeV − 1 diagonals are computed between lines 21 and 26. In a square
matrix, for example, these sizeV − 1 diagonals are the lower triangular matrix. To identify each
diagonal, the row index in the upper matrix is calculated as sizeU − tid− 1 and the column index is
set to sizeV − sj − tid− 1. The matrix D is then updated for each element of the diagonal.

D[indexi,j ] = min(D[indexi−1,j ], D[indexi−1,j−1], D[indexi,j−1) + Ψ[indexi,j ] (6)

index = (i+ blockIdx.x ∗ sizeU) ∗ sizeV ∗ gridDim.y + (j + blockIdx.y ∗ sizeV ) (7)

The function update_accumulated_cost_matrix (Algorithm 2) updates each element Di,j of the
accumulated cost matrix D. The calculation of Di,j follows the equation 3, which is the smallest value
between Di−1,j , Di−1,j−1 and Di,j−1 plus the cost Ψi,j . The index in the matrices Ψ and D related
to i, j of the matrices U and V must be computed, since the matrices Ψ and D are sent as vectors to
the GPU and the series U and V in blocks of size bQ and bS respectively. So, it is necessary to find
the pair U and V inside D and Ψ and then find the correct position in the matrix D related to U and
V. In the GPU bQ ∗ bS blocks of threads are launched with bQ on the x-axis and bS on the y-axis.
So, each block of threads handles one block in Ψ and D.

The matrixD is computed following equation 6 and the global index of Ψ andD follows the equation
7, in which (i + blockIdx.x ∗ sizeU) ∗ sizeV ∗ gridDim.y finds the correct line in Ψ and D, wherein
blockIdx.x the id of the block of threads in the x-axis and gridDim.y the number of blocks in the
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y-axis. The part of the equation (j + blockIdx.y ∗ sizeV ) finds within the matrix line the correct
position of the element (i, j), being blockIdx.y the id of the block of threads in the y-axis.

Algorithm 1: sp-twdtw(Q, bQ, max_bQ, S, bS, max_bS, temporal_weight,
spatial_weight)

Input: Q: set of patterns U
bQ: number of patterns U in the GPU memory
max_bQ: max patterns U in the CPU memory
S: set of time series V
bS: number of time series V in the GPU memory
max_bS: max time series V in the CPU memory
temporal_weight: temporal axis weight
spatial_weight: spatial axis weight
Output: R: final alignment cost matrix between each U and V

1 while There are patterns U and time series V on disk do
2 queueQ← load max_bQ patterns U to CPU memory
3 queueS ← load max_bS timeseries V to CPU memory
4 while There are patterns in queueQ and time series in queueS do
5 gpu_queueQ← load bQ patterns U to GPU global memory
6 gpu_queueS ← load bS time series V to GPU global memory
7 bigQ← merge all patterns U in gpu_queueQ
8 bigS ← merge all time series V in gpu_queueS
9 Ψ← compute the cost matrix between bigQ and bigS

10 sizeU ← compute the pattern size of each U in bigQ
11 sizeV ← compute the time series size of each V in bigS
12 tid← thread id
13 if tid < sizeU then
14 for si← 0 to sizeU - 1 do
15 if tid ≤ min(si, sizeV − 1) then
16 i← si− tid
17 j ← tid
18 update_accumulated_cost_matrix(Ψ, D, i, j, sizeU, sizeV )

19 end
20 end
21 for sj ← sizeV − 2 to 0 do
22 if tid ≤ min(sj, sizeU − 1) then
23 i← sizeU − tid− 1
24 j ← sizeV − sj − tid− 1
25 update_accumulated_cost_matrix(Ψ, D, i, j, sizeU, sizeV )

26 end
27 end
28 end
29 for Each U in gpu_queueQ and V in gpu_queueS do
30 compute_dtw_path(R,D, sizeU, sizeV )
31 end
32 end
33 end
34 for Each line i in R do
35 for Each column j in R do
36 Ii,j ← compute_spatial_interpolation(Ri,j)
37 Ri,j ← Ri,j ∗ temporal_weight + Ii,j ∗ spatial_weight

38 end
39 end
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Algorithm 2: update_accumulated_cost_matrix(Ψ, D, i, j, sizeU , sizeV )

Input: Ψ: input cost matrix
D: input accumulated cost matrix
i: pattern index in the cost matrix
j: time series index in the cost matrix
sizeU : patter length
sizeV : time series length

1 indexi,j ← computes the global index in Ψ from indices i and j
2 indexi−1,j−1 ← computes the global index in Ψ from indices i− 1 and j − 1
3 indexi−1,j ← computes the global index in Ψ from indices i− 1 and j
4 indexi,j−1 ← computes the global index in Ψ from indices i and j − 1
5 D[indexi,j ]← min(D[indexi−1,j ], D[indexi−1,j−1], D[indexi,j−1) + Ψ[indexi,j ]

The algorithm computes the final alignment between each U and V following the equation 5 in the
function compute_dtw_path between lines 29 and 31. This cost is stored in the matrix R, each row
of which represents a pattern U and each column a time series V to be sorted.

Between lines 34 to 39, the SP-TWDTW analyzes the spatial axis, performing a spatial inter-
polation on line 36 for each alignment between U and V , that is, each element of R. We al-
ready have the cost of the alignment between U and V stored in Rij , but in line 36, the method
compute_spatial_interpolation(Ri,j) searches for the cost of other spatially close time series to V
related to the pattern U , estimates the value of Rij and stores it in the matrix I at Iij . There are
several factors that impact on the quality of this spatial prediction [Li and Heap 2014] and, therefore,
a mechanism has been made where it is possible to give weights for the temporal and spatial axis in
line 37 of the algorithm. This weighted cost is stored in the output R matrix.

The drawback of the diagonal based method is that the sizes of the diagonals vary, which causes a
waste of GPU resources. When the diagonal size is lower than the number of block threads, some of
these threads become idle. But, the performance gain in parallelizing the computation of the diagonal
is better than sequential computation.

4.2 Distributed Processing of Spatial-Time Series Analysis

In order to explore the potential of Big Data, a solution with a parallel architecture and distributed
memory must be used consisting of three main components [Ranjan 2014]: i) data ingestion: collects
data from multiple sources, ii) data processing: exploitation of available computing resources, such
as a cluster of computers with CPUs and GPUs and iii) data storage: maintaining and retrieving the
system data. This Section presents an architecture for parallel and distributed processing of spatial
time series in the context of Remote Sensing Big Data. Because of the volume of data, this solution
explores a cluster of computers and the Manycore architecture of the GPUs in each server. So, it is
possible to store, index, and query this large volume of data efficiently.

At a high level, it keeps the spatial and relational indexes in host memory, handling data ingestion
using CPUs and data recovery via disks. At query time, the data are moved from host memory to
GPU memory for parallel processing on GPU. As shown in Figure 2, the architecture consists of a
Core Executor, a Query Executor, an ETL module, and a disk store. Clients ingest data and run
queries through the HTTP API.

4.2.1 Core Executor. The Core Executor is responsible for running the jobs for time series analysis
on the local processing unit on each server in the cluster. If the GPU is available and the algorithm is
ready to run on it, Core Executor chooses the GPU to process the time series analysis. Otherwise, the
CPU cores are chosen. The challenge, in this case, lies in how to gather the best from each processing
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Fig. 2. The architecture for time series analysis in Remote Sensing Big Data.

unit, since CPU cores support fewer threads and do not require additional data communication, while
GPUs expect a large number of concurrent threads, and require explicit communication between the
standard machine memory and the GPU.

The SP-TWDTW runs on the CPU and is responsible for sending the data to the GPU if it is
available on the machine. For algorithms that do not have this mechanism, the algorithm is invoked
according to the availability of the GPU on the server, with Core Executor being responsible for
controlling CPU and GPU memory. If the server does not have a GPU available, the algorithm runs
on the CPU.

4.2.2 Query Executor. The Query Executor uses Apache Spark [Zaharia et al. 2010] to perform
temporal and relational filtering on the data achieving high performance, using a state-of-the-art DAG
(Directed Acyclic Graph) scheduler, a query optimizer, and a physical execution engine. Spark offers
over 80 high-level operators that make it easy to build parallel apps. The native Spark ecosystem does
not provide support for spatial data and operations. So, the Query Executor included the Geospark
system [Yu et al. 2018], which extends the core engine of Apache Spark and SparkSQL to support
spatial data types, indexes, and geometrical operations at scale.

The Query Executor utilizes prefilters to cheaply filter archived data before sending them to Core
Executor for parallel processing. After prefiltering, only those satisfying filter condition values need
to be pushed to the Core Executor. Input data is fed to the Core Executor and executed there one
batch at a time. The Query Executor is responsible for managing the CPU memory, so that the time
series data is retrieved from the disk and does not exceed the memory capacity. For the SP-TWDTW
algorithm, the data is sent to CPU memory, since the SP-TWDTW has an internal memory control
mechanism.

4.2.3 Extract, Transform and Load (ETL). The ETL process (Extracting-Transforming-Loading)
is responsible for extracting data from heterogeneous sources, transforming and finally loading them
into the storage system. The remote sensing image data acquired from either aircraft or spacecraft
platforms is readily available in digital format and made available like raster data. The ingester API
is ready to work with raster image data on GeoTIFF, an extension of the Tagged Image File Format
(TIFF). GeoTIFF includes a standard definition of geolocation information and it is one of the most
popular formats for earth observing remote sensing data [Qu et al. 2006].

The architecture allows several remote sensing images to be inserted in a distributed and parallel
manner. The ingestion of data begins with sending the time series of remote sensing data through the
API. The ETL module divides input data streams into batches and stores them in Hadoop Distributed
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File System (HDFS) 2. HDFS provides scalable, highly available and fault-tolerant storage at low-cost
[Olson 2010]. HDFS also detects and compensates hardware issues, including disk problems and server
failure.

The ETL module converts the input TIFF remote sensing image to CSV file to allow the spatial-
temporal filtering on Query Executor because GeoSpark inside it cannot handle remote sensing TIFF
image files natively. Once data is available into an ETL HDFS instance, it is then replicated to other
servers following a replication factor that can be configured to ensure fault tolerance, load balance,
and reliability.

5. EXPERIMENTS AND DISCUSSION

The following section describes the test scenario consisting of the data and hardware that is used to
obtain the running times and other characteristics of the SP-TWDTW algorithm. The results are
presented in Section 5.1 for parallel processing on Manycore architectures. The size-up, scale-up and
speedup of the architecture proposed for distributed processing of the SP-TWDTW is evaluated in
Section 5.2. In Section 5.3 we analyze the results of the solution proposed in this work for distributed
and parallel time series analysis in Remote Sensing Big Data context.

5.1 SP-TWDTW

This section aims to evaluate the performance of the TWDTW and SP-TWDTW algorithms executed
on CPU and GPU, respectively. In the CPU tests, a machine with Intel Xeon E5-2686 v4 (Broadwell)
processors and 61 GB of RAM was used. The GPU tests were performed on an NVIDIA Tesla V100
card with 16 GB of available memory and 5120 CUDA cores with a clock of 1455 MHz. The TWDTW
was implemented in C++ 3 and SP-TWDTW was implemented on the GPU using the NVIDIA CUDA
language. To compare the response time between the SP-TWDTW and the TWDTW, the time series
V and the patterns U were obtained from real data in Brazil [Maus et al. 2016] from MODIS sensor,
specifically the Porto dos Gauchos municipality, that covers approximately 7,000 km2 and is located
in the state of Mato Grosso, Brazil, inside of the Amazon Biome. Each test was performed ten times
and the response time was obtained from the average of them.

The temporal and spatial resolution of remote sensing systems has increased in the last years being
a great challenge for the remote sensing field [Battude et al. 2016]. The results regarding the response
time for high temporal resolution are presented in Figure 3a, by comparing the TWDTW and SP-
TWDTW over a pattern U and a time series V , varying their size. The Planet’s 4 and Jilin-1 5

constellation of satellites are capable of revisiting the same location on earth twice a day. In 20 years,
nearly 14600 observations have been captured and this number tends to grow.

The TWDTW algorithm works better for smaller time series due to the fact that SP-TWDTW
uses the GPU for processing. In this case, the transfer time of U and V from the CPU memory to
the GPU memory overcomes the final response time of the algorithm. The response time increases
considerably on TWDTW algorithm as the size of the pattern U and the time series V increases. The
SP-TWDTW algorithm performed better as the time series size grew reaching a response more than
11 times lower than TWDTW because it was able to take advantage of the processing cores available
in the GPU when demand was higher.

The results regarding the high spatial resolution are shown in Figure 3b by comparing the response

2https://hadoop.apache.org/docs/current1/hdfs_design.html
3The original version of TWDTW was developed in R, but, in this work, we implemented in C++ to be able to compare
fairly with SP-TWDTW, since the C++ language allows for better performance.
4https://www.planet.com/products/planet-imagery/
5https://www.cgsatellite.com/imagery/static-imagery/
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(a) Comparison between the TWDTW (CPU) and the
SP-TWDTW (GPU) algorithms using only one pattern
U and one time series V varying their size. The x

axis contains the size of U and V following the format:
sizeofU x sizeofV .

(b) Comparison between the TWDTW (CPU) and the
SP-TWDTW (GPU) algorithms with several patterns
U and time series V . The x axis follows the format:
number of patterns U x number of time series V . Each
pattern has size 45 and time series size 23.

Fig. 3. Comparing the response time between TWDTW (CPU) and SP-TWDTW (GPU). Both algorithms were
implemented in C++.

time of SP-TWDTW and TWDTW using small batches of time series U and V with a size of 45
and 23 respectively. The pattern batch size was fixed at 40 to keep a realistic scenario for remote
sensing. The SP-TWDTW used a batch size equal to 40x138496, running several batches to calculate
the alignment between each U and V . In this scenario, the SP-TWDTW obtained a response time
almost 11 times lower than the TWDTW, since it exploited the GPU architecture.

To compare the accuracy of the SP-TWDTW algorithm and TWDTW algorithm, we selected the
Porto dos Gauchos municipality, located in the state of Mato Grosso, Brazil, inside of the Amazon
Biome. The most important classes for that area were selected: cotton-fallow, forest, soybean-cotton,
soybean-maize, and soybean-millet. Data from this study area were extracted from the MODIS
product MOD13Q1 and include vegetation indices “NDVI”, “EVI”, and original bands “NIR”, “RED”,
“BLUE”, and “MIR”. This product has 250 x 250 m spatial resolution and a 16 day maximum-value
composite (MVC) for each pixel location.

The input has a total of 603 samples divided into five classes: 68 “Cotton-fallow”, 138 “Forest”,
79 “Soybean-cotton”, 134 “Soybean-maize”, and 184 “Soybean-millet”. To test the effectiveness of
SP-TWDTW, we used the cross-validation technique, running the test 100 times splitting the com-
plete data into random training and test sets in each execution. The logistic weight of TWDTW
has midpoint β = 100 days and steepness α = 0.1. The Kriging, IDW and Nearest Neighbor(NN)
spatial interpolation methods were used, with their parameters being optimized through k-folds cross-
validation with k = 5.

Table I presents the overall accuracy of SP-TWDTW with the Kriging, IDW, and Nearest Neigh-
bor(NN) spatial interpolation methods. Overall accuracy (OA) is simply the proportion of the area
mapped correctly. It provides the user of the map with the probability that a randomly selected lo-
cation on the map is correctly classified [Olofsson et al. 2013]. An analysis was performed by varying
the spatial and temporal axis weights and the interpolation methods. The SP-TWDTW algorithm
with weight 0 for the spatial axis and 1 for temporal shows the OA of the TWDTW algorithm. It is
noteworthy that, in this case, the SP-TWDTW algorithm has the same accuracy as the TWDTW,
but does gain in response time. The original TWDTW algorithm implemented in R [Maus et al. 2019]
obtained a response time of 9851ms while the SP-TWDTW on the GPU took in 40ms, that is, 246
times faster than the CPU TWDTW implementation in R

Regardless of the interpolation method, for our case study dataset, when the spatial axis is set
with a higher value of weight than the time axis, the SP-TWDTW presented lower accuracy than the
TWDTW. This is explained by spatial closeness between the “Soybean-maize”, “Soybean-cotton” and
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Table I. Overall accuracy with the confidence interval (95% confidence level) of the SP-TWDTW method varying the
spatial and temporal weights and the interpolation methods.

Weights Interpolation Methods OA (%)
Spatial Temporal Kriging NN IDW

0 1 98.01±0.17 97.72±0.25 97.72±0.24
0.1 0.9 97.78±0.27 97.94±0.19 97.94±0.17
0.2 0.8 97.99±0.17 98.11±0.12 98.11±0.10
0.3 0.7 98.01±0.15 97.94±0.18 97.92±0.18
0.4 0.6 97.63±0.18 97.78±0.15 97.75±0.16
0.5 0.5 97.11±0.18 97.09±0.21 97.08±0.21
0.6 0.4 92.11±0.33 92.24±0.35 92.17±0.34
0.7 0.3 87.16±0.22 87.18±0.19 86.99±0.20
0.8 0.2 86.71±0.18 86.77±0.22 86.70±0.20
0.9 0.1 86.43±0.19 86.45±0.16 86.41±0.16
1 0 86.14±0.22 86.05±0.19 86.09±0.20

Table II. User’s and Producer’s accuracy evaluation for each land usage type according to the TWDTW and SP-
TWDTW algorithms with the confidence interval (95% confidence level)..

Method Cotton-fallow Forest Soybean-cotton Soybean-maize Soybean-millet
UA (%) PA (%) UA (%) PA (%) UA (%) PA (%) UA (%) PA (%) UA (%) PA (%)

TWDTW 96.01±0.25 99.91±0.07 100±0.0 100±0.0 99.73±0.14 88.80±0.28 93.77±0.70 99.64±0.14 99.68±0.12 98.13±0.78
SP-TWDTW 96.16±0.24 99.77±0.14 100±0.0 100±0.0 99.57±0.24 88.35±0.45 94.41±0.41 99.75±0.11 99.79±0.07 99.07±0.33

“Cotton-fallow” crops. In addition, the time series pattern of these three classes is very similar, which
ends up generating confusion in the time series analysis by TWDTW and SP-TWDTW. Concerning
the interpolation methods, they performed similarly due to the uniform input dataset distribution.
For sparse data, the Kriging method would probably present better accuracy than the IDW [Li and
Heap 2014].

Table II presents the user’s and producer’s accuracy assessment for each land use type from the
TWDTW and SP-TWDTW time series analysis methods. User’s accuracy is the proportion of the area
mapped as a particular category that is actually that category "on the ground" where the reference
classification is the best assessment of ground condition [Olofsson et al. 2013]. Producer’s accuracy
is the proportion of the area that is a particular category on the ground that is also mapped as that
category [Olofsson et al. 2013].

The IDW spatial interpolation method was chosen fixing the spatial and temporal weights in 0.2 and
0.8 respectively. For “Forest” land usage, the SP-TWDTW did not perform worse because the data in
these land usages are spatially clustered and independent from other land classes. The accuracy for
SP-TWDTW was equal or better for “Soybean-maize” and “Soybean-millet”, improving the TWDTW
accuracy in a region that has already presented great results. Since the “Soybean-cotton” and “Cotton-
fallow” crops are spatially closed and mixed, the spatial weights impacted on the analysis with a lower
accuracy than TWDTW.

5.2 Evaluation of the Distributed Processing of Time Series Analysis

A horizontal scalability test was executed to measure the performance of the distributed architecture
proposed in Section 4.2 to run the TWDTW (CPU) algorithm when adding servers to the cluster.
Ideally, the system should have linear horizontal scalability, which is not always possible since: a) the
tasks distributed in the cluster have to be synchronized and b) the devices are subject to physical
constraints as in the case of those used for networking. The experimental cluster consists of 4 physical
machines. The configuration of each machine consisted of an Intel Core i7 3.4 GHz, with 16 GB of
RAM and 1 TB hard drives. The machines were connected to a 1 Gbit/s Ethernet network and a
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6248P Dell PowerConnect switch.

The cluster was created with Apache Spark 2.3.3 and the algorithms were evaluated on Hadoop
Yet Another Resource Negotiator (YARN) platform 6 version 2.8.2. When Spark applications run
on YARN, resource management, scheduling, and security are controlled by YARN. To optimize the
execution of Spark applications on a Hadoop YARN model, parameters were tuned according to
Cloudera’s Guide 7. Specifically, we preserved the necessary memory space for OS and its daemon
services to limit the amount of physical memory that can be allocated for containers.

The dataset consists of 4 million up to 128 million synthetic time series with about 23 points, each
one varying in size from 640MB to 20GB. Six synthetic databases were generated with 4 million(4M),
8 million(8M), 16 million(16M), 32 million(32M), 64 million(64M) and 128 million(128M) time series
allowing an evaluation with an increasing dataset size. The data was stored in HDFS with a replication
factor of 3 and a block size of 128 MB.

Figure 4 shows the result of running the TWDTW (CPU) algorithm in the cluster. We measured
statistics for speedup and scale-up. For speedup, we fixed the input dataset and increased the number
of nodes in the clusters varying from 2 nodes to 4 nodes. The response time was measured with 1, 2,
and 4 servers to help in evaluating the platform scalability. Similarly, for scale-up, we increased both
the input dataset and the cluster size. Scale-up helps in understanding the behavior of the platform
if both data and cluster size increase.

Figure 4a shows the response time of running the TWDTW (CPU) algorithm in the distributed
environment. As shown in Figure 4a, in this experiment, we can see that the cluster size can influence
the response time and the system proposed for distributed processing achieves an almost linear scale
up to the number of servers and the input dataset size. With the increase of the cluster, the response
time has a decreasing trend. This scalable behavior was made possible by distributing the time series
data among the servers in the cluster allowing a distributed and parallel processing of the TWDTW
(CPU).

Figure 4b shows the speedup values indicating that the algorithm speedup performance was good
on running the TWDTW (CPU) algorithm. Speedup is better for larger datasets, since the task
scheduling and the cost of communication between machines, inherent in distributed processing, ends
up having a big impact on the total response time. With 128 million time series, the speedup almost
reaches the linear scale because the processing cost becomes dominant over the communication cost
and task scheduling.

Figure 5 displays the size-up test for the TWDTW (CPU) algorithm in a distributed environment.
The size-up shows how the running time increases with the input size for a fixed number of cores
[Japkowicz and Stefanowski 2016]. For the size-up test, the computational time was taken by keeping
the number of servers unchanged and varying the dataset size from 4 million to 512 million of time
series. The running time increased linearly with the input size, which is ideal for size-up test scenarios
[Japkowicz and Stefanowski 2016].

5.3 Discussion

The SP-TWDTWGPU implementation proved to be a promising solution for processing high temporal
resolution data, with a speedup of 10 times over the CPU TWDTW implementation and almost 11
times faster than it for high spatial resolution data. The TWDTW was implemented in C++ to
be able to compare fairly with SP-TWDTW since the C++ language allows for better performance.
SP-TWDTW execution time was 246 times faster than the CPU TWDTW in R, making it a good

6https://hadoop.apache.org/docs/current/hadoop-yarn/hadoop-yarn-site/YARN.html
7https://www.cloudera.com/documentation/enterprise/latest/topics/admin_spark_tuning.html
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(a) Response time increasing the cluster size from 1 to
4 servers and the number of time series from 4 millions
(4M) to 128 millions (128M).

(b) Speedup varying the number of time series from 4
millions (4M) to 128 millions (128M).

Fig. 4. Scalability running the TWDTW (CPU) algorithm and increasing the number of servers and the number of
time series.

Fig. 5. Size-up performance evaluation running the TWDTW (CPU) algorithm with 4 servers and increasing the number
of time series.

alternative to the time series analysis in the Remote Sensing Big Data era. The SP-TWDTW also
presented better overall accuracy than the traditional TWDTW.

In general, the overall accuracy difference between TWDTW and SP-TWDTW was not so large
because the TWDTW already has great accuracy with the data of this geographic region. Perhaps,
in other geographic areas and other classes of land use the results may be different. This analysis
will be done in future work. However, in general, SP-TWDTW had greater accuracy than TWDTW
even in this region with these land classes. Regarding the spatial interpolation methods, increasing
the spatial weight for values higher than 0.4 brings on lower accuracy to the SP-TWDTW.

The scale-up, speed up, and size-up tests showed that the solution proposed in this paper was
able to perform distributed and parallel time series analysis in Remote Sensing Big Data context. It
successfully ran the TWDTW algorithm with up to 512 million time series. For datasets with less
than 16 million time series, it didn’t achieve a good speedup because communication cost and task
synchronization were dominant over the processing cost. Increasing the dataset size the processing cost
has become dominant and TWDTW in a distributed environment achieved almost linear speedup.
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6. CONCLUSION

In the class of complex computational problems, the time series analysis is one of the problems with
increasing demand for computing power [Rakthanmanon et al. 2013]. Due to the complexity of the
algorithms and the large volume of data to be processed, new parallel and distributed approaches are
necessary. The TWDTW algorithm has been highlighted as one of the best solutions found in the
literature to perform the time series analysis of remote sensing images, but it does not explore parallel
architectures. Exploiting the fine-grained parallelism on TWDTW is a challenge because the data
dependence on it is high.

This work presented a solution to processing large volumes of time series data by exploring massive
parallel architectures. The solution, SP-TWDTW (Spatial Parallel TWDTW), uses the Manycore
(GPU) architectures and addresses the TWDTW data dependency on fine-grained parallelism, besides
managing the CPU and GPU memory space. Moreover, the SP-TWDTW analyzes the spatial and
temporal dimensions using interpolation methods. To support the Remote Sensing Big Data scenario,
a new architecture was introduced to process time series analysis in a distributed environment.

The GPU SP-TWDTW implementation has a speedup of 11 times over the CPU TWDTW im-
plementation for high temporal resolution data and almost 11 times for high spatial resolution data.
Using spatial interpolation methods, SP-TWDTW was able to increase the accuracy of TWDTW for
land use mapping in the Amazon region. The solution proposed in this work for distributed and par-
allel processing of time series analysis in Remote Sensing Big Data context proved to be promising. It
achieved almost linear speed up, size-up and scale up for large datasets to run the TWDTW algorithm
in a cluster of computers.

In future work, other accuracy tests with larger datasets in other geographic regions using satellite
images with higher resolution than MODIS will be performed to compare the TWDTW and SP-
TWDTW methods more accurately. In addition, the distributed time series analysis will be evaluated
in a cluster of computers, where each server will have a GPU locally to verify the horizontal and
vertical scalability of the platform in the execution of the SP-TWDTW algorithm. The ETL module
will be evaluated to ensure the performance for ingesting data into the storage. The Query Executor
will also be evaluated to verify its ability to efficiently filter spatially and temporally the time series
remote sensing data before sending this data to Core Executor. The SP-TWDTW will be applied to
other methods for time series classification and analysis.
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