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Abstract 

Fake news (i.e., false news created to have a high capacity for dissemination and malicious intentions) is a 

problem of great interest to society today since it has achieved unprecedented political, economic, and social im-

pacts. Taking advantage of modern digital communication and information technologies, they are widely propa-

gated through social media, being their use intentional and challenging to identify. In order to mitigate the damage 

caused by fake news, researchers have been seeking the development of automated mechanisms to detect them, 

such as algorithms based on machine learning as well as the datasets employed in this development. This research 

aims to analyze the machine learning algorithms and datasets used in training to identify fake news published in 

the literature. It is exploratory research with a qualitative approach, which uses a research protocol to identify 

studies with the intention of analyzing them. As a result, we have the algorithms Stacking Method, Bidirectional 

Recurrent Neural Network (BiRNN), and Convolutional Neural Network (CNN), with 99.9%, 99.8%, and 99.8% 

accuracy, respectively. Although this accuracy is expressive, most of the research employed datasets in controlled 

environments (e.g., Kaggle) or without information updated in real-time (from social networks). Still, only a few 

studies have been applied in social network environments, where the most significant dissemination of disinfor-

mation occurs nowadays. Kaggle was the platform identified with the most frequently used datasets, being suc-

ceeded by Weibo, FNC-1, COVID-19 Fake News, and Twitter. For future research, studies should be carried out 

in addition to news about politics, the area that was the primary motivator for the growth of research from 2017, 

and the use of hybrid methods for identifying fake news. 
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1  Introduction 

Currently, the term fake news is on the rise as this type of 

news can remarkably influence society, promoting signifi-

cant political, economic, or social impacts (Zhang et al., 

2016; Islam et al., 2020). They are false news created to be 

highly broadcastable, usually with malicious intent (i.e., to 

deceive, cause ambiguity, or falsehood). 

In the political context, specifically, Almeida et al. (2021) 

point out the impacts of fake news on the US presidential 

elections in 2016, having President Donald Trump elected. 

In Brazil, similar impacts were imputed to the election of 

President Jair Bolsonaro in 2018. Due to the behavior of 

many Brazilian voters relying on social media as the pri-

mary source to access news, this channel is fruitful for the 

proliferation of fake news (ALMEIDA et al., 2021). 

Due to the relevant impact this type of news has caused 

on society, researchers have been seeking to develop ways 

to detect them. Using algorithms for the automated identifi-

cation of fake news presents itself as a promising line of re-

search. The quality of these algorithms is commonly veri-

fied by accuracy, which is the measure of correctness in 

classifying whether a news item is true or false (Chapra & 

Canale, 2016). That is, accuracy represents the assertiveness 

characteristic of the algorithm in detecting fake news. 

However, the quality of algorithms is directly related to 

their specific purpose, restricted to a language or news style, 

that is, according to the datasets used for training (Ahuja & 

Kumar, 2020). For this reason, Jiang et al. (2021) and Ahuja 

and Kumar (2020) recommend continuing research using 

varied datasets, such as in languages other than English, 

given that this is the most used. 

Nevertheless, recurring studies to detect fake news have 

achieved relevant accomplishments. The research by Bur-

foot and Baldwin (2009) reached 71% accuracy in detecting 

fake news, while Ahmed, Traore, and Saad (2017) raised 

this metric to 87%, the same percentage achieved by Low et 

al. (2022).  

Medeiros and Braga (2020) carried out research aiming, 

among others, to identify the accuracy achieved by algo-

rithms in detecting fake news. From the 32 studies exam-

ined, the proposed algorithms show an accuracy of 73.7% to 

98.0%. This result highlights the relevance of this theme and 

the constant search to promote a more assertive detection of 

fake news, to minimize its impacts in the aforementioned 

political, economic, or social contexts, among others. 

Accordingly, this research is grounded on the recommen-

dations of Ahmed, Traore, and Saad (2017), Ahmad et al. 

(2020), Agarwal et al. (2020), Aslam et al. (2021) e Jiang et 

al. (2021) regarding the use of algorithms to identify fake 

news. Therefore, the objective of this investigation is to an-

alyze the accuracy obtained and the datasets used in fake 

news identification algorithms. 

This study intends to contribute by highlighting more 

successful algorithms and datasets in identifying fake news 
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to better support researchers’ understanding of the state-of-

the-art, given the variety of options mentioned above. Be-

sides, it consolidates recommendations for future studies. 

Thus, the theoretical contribution stands out for presenting 

algorithms and datasets with expressive accuracy, providing 

a means for their identification and practical application for 

the identification of fake news, and continuing the research 

by Medeiros and Braga (2020), carried out in August of 

2019. In addition, by exploring fake news, a phenomenon 

with relevant political, economic, and social impacts, we 

seek to encourage discussion on this topic and shed light on 

the importance of computing research in tackling this matter. 

Thus, this article is subdivided into parts to present the 

work carried out. In addition to this introduction, the follow-

ing section explains the theoretical and practical aspects of 

fake news, contextualizing this phenomenon for the purposes 

of this research. The following section explains the method-

ological procedures used to achieve the desired objective. 

Accordingly, the results are discussed in the subsequent sec-

tion, and so on, promoting this study’s conclusion. The ref-

erences that support this investigation end it. 

2 Fake news detection 

The endless need to be informed in a progressively connected 

and ubiquitous world is already part of most people’s rou-

tines. The ease of communicating through the internet is ever 

more simplified and decentralized. People and devices con-

nected, through the Internet of Things (IoT), communicate 

through the global network at all times, culminating in an in-

creasingly high volume of shared communications. 

The increasing expressive volume of communications 

shared through the network, often treated as Big Data, com-

posed of textual and multimedia data, has produced valuable 

information. Through this perspective, Agarwal et al. 

(2020) advocate that data become an increasingly valuable 

asset and gain greater relevance when transformed into in-

formation and assimilated as knowledge by users. 

In this scenario, Ali et al. (2021) express the idea of hyper-

connectivity, which consists of the high connection of users 

and machines, high transmission speed, ease of communi-

cation, and access to real-time information worldwide. It is 

a vibrant path in technological evolution, full of opportuni-

ties as well as struggles, such as facilitating fake news. 

Fake news is usually a modified version of plausible news 

to mislead, cause ambiguity or falsehood, and be widely dis-

seminated. It is mainly propagated through social media, 

with intentional use and challenging identification. In this 

way, fake news is a specific type of disinformation, like ru-

mor and SPAM. They can generate political, economic, and 

social impacts (Zhang et al., 2016; Islam et al., 2020). 

It is noteworthy that fake news is not new. In 1835, The 

Sun, a New York newspaper, published a series of fake news 

about the supposed discovery of life on the moon, being this 

case nowadays referenced as the Great Moon Hoax (Shabani 

& Sokhn, 2018). However, in the modern context of hyper-

 
1 https://www.politifact.com/ 

connectivity, social media has propelled the spread of this 

type of news. 

Social media platforms have a plethora of misinformation, 

which has caught the attention of researchers in developing 

mechanisms to detect them (Jiang et al., 2021, 2020; Gol-

dani, Momtazi & Safabakhsh, 2021; Birunda & Devi, 2021; 

Sahoo & Gupta, 2021; Goel et al., 2021; Pardamean & Pard-

ede, 2021). The European Commission has established a 

group of experts to advise and discuss policy initiatives to 

combat fake news and the spread of disinformation online 

(Assad & Erascu, 2018). Usually, the detection approaches 

consist of classifying (fake) news in a binary form (i.e., true 

or false) (Zhang et al., 2019). However, the subtleties of hu-

man language add high complexity to the detection algo-

rithms, even for this binary classification. 

Nevertheless, Collins et al. (2021) subdivide fake news 

into clickbait, propaganda, satire and parody, hoaxes, and 

others (e.g., name theft, journalistic fraud). Medeiros and 

Braga (2020) split into conspiracy theories, hoaxes, rumors, 

biased news, and satires. Identifying these categories is a 

complex task due to the nuances of human language. For 

example, since satire and parody employ sarcasm and hu-

mor, the algorithmic analysis must consider this feature to 

call a news story true or false. 

In the meantime, it is notable that social media are the big-

gest target of fake news due to their ease and breadth of dis-

seminating information nowadays. Another relevant feature 

that is being widely used and favors the spread of fake news 

is the resemblance to plausible news, confusing people and 

making it challenging to combat false information dissemi-

nation (Islam et al., 2020). Furthermore, it is noteworthy 

that the absence or even only a delay in a disclaimer by of-

ficial entities involved in some rumor, which is false but 

convincing, favors its dissemination (Abouzeid et al., 2019). 

Ruchansky, Seo, and Liu (2017) claim that many stake-

holders profit from the publication of fake news online be-

cause the more provocative the news is, the greater the re-

sponse and the greater its yield. A rumor can be vastly prof-

itable for someone or some organization. Given the sophis-

tication of fake news due to its creator’s intentions, Asaad 

and Erascu (2018) point out that critical thinking is an im-

portant ally in combating the spread of disinformation. 

Although recognizing fake news by algorithms is tricky, 

like in satire and parody, the increasing volume of commu-

nications shared on the network is expressive; therefore, it 

is unfeasible to attribute to humans the responsibility of 

classifying them (Agarwal et al., 2020). Ahmad et al. (2020) 

articulate that numerous techniques help in the classification 

of articles as fake based on their textual content. Many of 

them make use of verification sites such as PolitiFact1 and 

Snopes2. Curators also maintain repositories, with lists of 

sites considered false or ambiguous. Medeiros and Braga 

(2020) point out several mechanisms for detecting fake 

news, divided into automatic and semi-automatic/manual 

(Figure 1); however, human critical thinking, in these cases, 

is necessary to classify the news as false or true (Ahmad et 

al., 2020).  

2 https://www.snopes.com/ 
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Figure 1. Different approaches proposed for detecting fake news found 

in the literature. Source: translated from Medeiros & Braga (2020, p. 3) 

Ahmed, Traore, and Saad (2017) and Ahmad et al. (2020) 

recommend the use of artificial intelligence (AI) algorithms 

to extract linguistic features from textual articles through 

machine learning. Agarwal et al. (2020) proposed, as an-

other way to identify fake news, labeling or classifying a 

particular news or article on a defined scale, thus giving the 

reader an idea about the credibility of that published text. 

Another AI technique used in the process of identifying dis-

information is deep learning. To Agarwal et al. (2020), the 

nature of self-learning and resource maps gave deep learn-

ing a significant advantage compared to other statistical 

modeling and learning methods. 

Since research has shown that only 54% of humans can 

detect fraud without special assistance, Aslam et al. (2021) 

claim that efforts should be made to build an automated sys-

tem to classify news as real or fake, aiming at greater clas-

sification accuracy. Jiang et al. (2021) agree with Aslam et 

al. (2021), remarking on the essentiality of a machine-driven 

approach when they state that the use of automated tools to 

detect fake news has become an essential requirement to 

tackle the issue. 

The accuracy for identifying fake news by an algorithm is 

defined as the measure of correct answers attributed to a 

group of news stories as true or false (Chapra & Canale, 

2016). This result is intrinsically related to the features (e.g., 

language, style) of the news stories of interest, which are 

called the dataset (Ahuja & Kumar, 2020). 

Accordingly, given the impacts of fake news in society, it 

is relevant to pinpoint the algorithmic means developed and 

the accuracy achieved by them, as well as the datasets used, 

to provide a better understanding regarding the computa-

tional state-of-the-art at tackling the issue. To this end, the 

methodological procedures are outlined as follows. 

3 Methodology 

This research has an exploratory nature and a qualitative ap-

proach since this investigation aims to analyze the accuracy 

obtained by algorithms and the datasets used in fake news 

identification. For this, a research protocol is employed, 

based on Dresch, Lacerda, and Antunes Júnior (2015), to 

specify the research carried out in this study. Table 1 pre-

sents the planned research protocol, which sets a systematic 

review of scientific publications. 

 

 

Table 1. Research Protocol. Source: The authors. 

Item Description 

Research Question 

 (RQ) 

RQ1. What is the accuracy of the main 

algorithms used to identify fake news? 

RQ2. Which datasets are used? 

RQ3. What are the top recommenda-

tions for future research? 

Exclusion Criteria 

 (EC) 

EC1. Articles in languages other than 

English or Portuguese; 

EC2. Abstracts, technical reports, sec-

ondary studies, presentations, or sys-

tematic reviews; 

EC3. Incomplete or unavailable arti-

cles for download; 

EC4. It does not address the use of al-

gorithms to identify fake news; 

EC5. It does not present methods or 

accuracy in the identification of fake 

news; 

EC6. Article duplicates. 

Search fields Title, abstract and keywords. 

Temporal space Publications between 2010 and 2021. 

Languages English and Portuguese. 

Databases 

ACM Digital Library, IEEE Xplore, 

Scopus, Science Direct, Springer, Web 

of Science, EBSCO 

Descriptors 

(Query String) 

QS1. ("computational techniques") 

AND (("fake news") OR (disinfor-

mation) OR (misinformation) OR 

(malinformation)) 

QS2. (("fake news detection") OR 

("disinformation detection") OR 

("misinformation detection") OR 

("malinformation detection")) 

 

The performed research design included articles from the 

last ten years (from 2010 to 2021) to identify the current 

state-of-the-art about algorithms and datasets used to iden-

tify fake news and the accuracy achieved. It also looked at 

the recommendations for future research in the field. 

As a source for publications of computational techniques 

in the context of fake news, the research considered seven 

databases. This choice is based on the criterion of scope. The 

ACM Digital Library and IEEE Xplore are fruitful bases on 

the subject, with the other bases and the Portuguese language 

being added to expand the search. 

The descriptors were defined based on the authors’ prior 

knowledge of the subject and a trial-and-error process using 

the databases’ search engines. The authors performed and 

discussed the analysis together until reaching an agreement. 

4 Results and discussion 

The application of the proposed research protocol, through 

the search employing the query strings QS1 and QS2 (Table 

1), was carried out on 06/10/2021 and retrieved 507 articles 

from the following databases: ACM Digital Library (ACM), 

IEEE Xplore (IEEE), Scopus (SCO), Science Direct (ScD), 

Springer (Spr), Web of Science (WoS), EBSCO (EBS). Of 
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this amount, three articles were disregarded by the EC1 ex-

clusion criterion, 82 by EC2, 80 related to EC3, 150 related 

to EC4, 51 related to EC5, and 80 related to EC6, totaling 

446 articles not consistent with the intent of this research. 

Table 2 details the whole process providing the specific 

number of publications retrieved from each source and the 

application of each exclusion criteria along the analysis. 

Thus, 61 publications comprise the sample considered for 

analysis by this research. 

 

Table 2. Application of the Research Protocol. Source: The authors. 

 ACM IEEE SCO ScD Spr WoS EBS Σ 

QS1 44 0 2 2 8 6 1 63 

QS2 16 188 91 36 36 45 32 444 

ΣS 60 188 93 38 44 51 33 507 

EC1 0 0 1 1 0 1 0 3 

EC2 3 45 11 5 7 7 4 82 

EC3 12 42 11 5 1 4 5 80 

EC4 36 37 32 6 29 9 1 150 

EC5 2 23 12 5 2 5 2 51 

EC6 4 13 13 12 2 16 20 80 

ΣEC 57 160 80 34 41 42 32 446 

Σ 3 28 13 4 3 9 1 61 

 

The 61 scientific articles were fully read to answer the 

research questions (RQ1, RQ2, and RQ3 in Table 1). Re-

garding RQ1 (What is the accuracy of the main algorithms 

used to identify fake news?), Table 3 presents the results ob-

tained through the analyzed articles and the accuracy (Acc) 

reported by them. 

 

Table 3. Accuracy of the analyzed algorithms used to identify fake news. 

Source: The authors. 

Author Algorithm Acc 

1) Jiang et al. (2021) Stacking Method 99.9% 

2) Jiang et al. (2020) 

Bidirectional Re-

current Neural 

Network 

(BiRNN) 

99.8% 

3) Goldani, Momtazi e 

Safabakhsh (2021) 

Convolutional 

Neural Network 

(CNN) 

99.8% 

4) Birunda e Devi (2021) 
Gradient Boost-

ing 
99.5% 

5) Sahoo e Gupta (2021) 
Long short-term 

memory (LSTM) 
99.4% 

6) Goel et al. (2021) 

Robustly Opti-

mized BERT Pre-

training Ap-

proach (RoB-

ERTa) 

99.3% 

7) Pardamean e Pardede 

(2021) 

Bidirectional en-

coder represen-

tation of trans-

formers (BERT) 

99.2% 

8) Kaliyar et al. (2020a) 

Convolutional 

Neural Network 

(CNN) 

99.1% 

9) Albahr e Albahar 

(2020) 
Naive Bayes 99.0% 

10) Gereme et al. (2021) 

Convolutional 

Neural Network 

(CNN) 

99.0% 

11) Nasir, Khan e Var-

lamis (2021) 

Hybrid CNN-

RNN 
99.0% 

12) Kaliyar, Goswami e 

Narang (2021) 

Fake news detec-

tion in social me-

dia with a BERT-

based 

(FakeBERT) 

98.9% 

13) Dadkhah et al. (2021) AWD-LSTM 98.8% 

14) Goldani, Safabakhsh e 

Momtazi (2021) 

CNN com mar-

ginloss 
98.4% 

15) Sridhar e Sana-

gavarapu (2021) 

BiLSTM-Cap-

sNet 
98.0% 

16) Umer et al. (2020) CNN-LSTM 97.8% 

17) Thakur et al. (2020) 
Gradient Boost-

ing (GB) 
97.6% 

18) Agarwal et al. (2020) CNN+RNN 97.2% 

19) Ayoub, Yang e Zhou 

(2021) 
DistilBERT 97.2% 

20) Yu et al. (2020) IARNet 96.9% 

21) Xie et al. (2021) 

Stance Extrac-

tion and Rea-

sonic Network 

(SERN) 

96.6% 

22) Ozbay e Alatas (2019) 
Grey Wolf Opti-

mization (GWO) 
96.5% 

23) Fang et al. (2019) SMHA-CNN 95.5% 

24) Kaliyar et al. (2020b) DeepNet 95.2% 

25) Faustini e Covões 

(2020) 

Random Forest 

(RF) 
95.0% 

26) Varshney e Vish-

wakarma (2020) 
Random Forest 95.0% 

27) Ahuja e Kumar (2020) S-HAN 93.6% 

28) Ivancov, Sarnovsk e 

Maslej-kre (2021) 
LSTM 93.6% 

29) Verma et al. (2021) WELFake 92.6% 

30) Wang et al. (2021) SemSeq4FD 92.6% 

31) Kumar, Anurag e 

Pratik (2021) 
EchoFakeD 92.3% 

32) Song et al. (2021) CARMN 92.2% 
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33) Sharma, Garg e 

Shrivastava (2021) 
BiLSTM 91.5% 

34) Albahar (2021) 
SVM-RNN-GRUs 

bidirecionais 
91.2% 

35) Bahad, Saxena e 

Kamal (2020) 
BiLSTM-RNN  91.1% 

36) Torgheh et al. (2021) 
GRU-LSTM-

CNN 
90.8% 

37) Lakshmanarao, Swathi 

e Kiran (2019) 
Random Forest 90.7% 

38) Li et al. (2020) MCNN-TFV 90.1% 

39) Aslam et al. (2021) 
Bi-LSTM-GRU-

dense 
89.8% 

40) Kumar et al. (2020) CNN + BiLSTM 88.8% 

41) Lin et al. (2020) BERT 88.7% 

42) Kaliyar et al. (2020b) DeepFakE 88.6% 

43) Wang et al. (2020) 
Knowledge-

driven Multi-

modal Graph 

Convolutional 

Networks 

(KMGCN) 

88.6% 

44) Najar et al. (2019) 
Bayesian infer-

ence algorithm 
87.9% 

45) Chen et al. (2018) AERNN  87.6% 

46) Alanazi e Khan (2020) SVM  87.1% 

47) Mugdha et al. (2020) 
Gaussian Naive 

Bayes 
87.0% 

48) Kaliyar et al. (2019) 
Gradient Boost-

ing  
86.0% 

49) Ajao et al. (2019) LSTM HAN 86.0% 

50) Lin et al. (2019) XGBoost  85.5% 

51) Qawasmeh et al. 

(2019) 

FND-Bidirec-

tional LSTM 

concatenated 

85.3% 

52) Qi et al. (2019) 
Multi-domain 

Visual Neural 

Network 

(MVNN) 

84.6% 

53) Shabani e Sokhn 

(2018) 

CROWDSOURC

ING 
84.0% 

54) Barua et al. (2019) 
LSTM+GRU 

(Recurrent Neu-

ral Networks) 

82.6% 

55) Khattar et al. (2016) 
MVAE (Multi-

modal Varia-

tional Autoen-

coder) 

82.4% 

56) Gangireddy et al. 

(2020)  
GTUT 80.0% 

57) Kesarwani et al. 

(2020) 

K-Nearest 

Neighbor 
79.0% 

58) Ren et al. (2020) 
AA-HGNN (Ad-

versarial Active 

Learning based 

Graph Neural 

Network)  

73.5% 

59) Jardaneh et al. (2019) Random Forest  76.0% 

60) Al-Ahmad et al. 

(2021) 

Algoritmos gen-

éticos  
75.4% 

61) Konkobo et al. (2020) 

 
SSLNews 72.3% 

 

Ten studies employed the Convolutional Neural Network 

(CNN) algorithm (Table 3). Three used typical CNN (arti-

cles 3, 8, and 10), and the other seven as a hybrid model, as 

follows: CNN-RNN (articles 11 and 18), CNN with mar-

ginloss (article 14), CNN-LSTM (article 16), SHMA-CNN 

(article 23), GRU-LSTM-CNN (article 36), CNN-BiLSTM 

(article 40). Goldani, Momtazi, and Safabakhsh (2021) 

achieved the highest accuracy of the CNN approaches, 

reaching 99.8% with deep learning (article 3). Through the 

articles analyzed (Table 2), science’s growth in identifying 

fake news is underlined. (Figure 2). 

 

Figure 2. Evolution over the years of the number of publications of algo-

rithms for fake news identification. Source: The authors. 

Accuracy greater than 90% was only achieved in 2019 

by Lakshmanarao, Swathi, and Kiran (2019) (article 37). 

Supporting Almeida et al. (2021), Goldani, Momtazi, and 

Safabakhsh (2021) and Kumar, Anurag, and Pratik (2021) 

cite the 2016 US presidential elections as the biggest moti-

vator for research applied to the identification of disinfor-

mation or fake news.  

The word cloud of the most recurrent keywords (Figure 

3) in the analyzed articles showed that the terms “fake news 

detection”, “fake news”, “deep learning”, “machine learn-

ing”, and “feature-extraction”, with 24, 15, 16, 13 and 12 oc-

currences, respectively, were the words with the highest re-

currence in the 61 articles analyzed by this research. 
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Figure 3. Word cloud of most recurrent keywords in articles 

Source: The authors. 

 

Regarding RQ2 (Which datasets are used?), the investi-

gation reveals that many datasets were being used to develop 

fake news identification methods. Table 4 presents them 

with the respective amount of use in the publications. 

 

Table 4. Datasets used in the analyzed studies of fake news detection. 

Source: The authors. 

Dataset Amount Frequency 

Kaggle 39 63.9% 

Weibo 6 9.8% 

FNC-1 3 4.9% 

COVID-19 Fake News 2 3.3% 

Twitter 2 3.3% 

NewsFN 1 1.6% 

Bengali Language 1 1.6% 

btvlifestyle 1 1.6% 

Slovak language 1 1.6% 

Fake vs Satire 1 1.6% 

fake news Amharic 1 1.6% 

LUN 1 1.6% 

Fakeddit 1 1.6% 

Facebook 1 1.6% 

Total 61 100.0% 

 

 The datasets are primarily related to a language (Ahuja 

& Kumar, 2020), English being the most used and fostering 

most algorithms for such language. Among those used, 

Kaggle - a Google platform used by data scientists) - stands 

out, which includes several datasets for studies of artificial 

intelligence. Kaggle was the biggest dataset provider (ISOT, 

Kaggle Fake News, LIAR, Kaggle, PolitiFact, BuzzFeed, 

Kaggle Indonesia data) of the analyzed articles (Table 4). 

After the Kaggle datasets, the most used was Weibo (a Chi-

nese microblog similar to Twitter), with six occurrences; 

FNC-1, with three occurrences, COVID-19 Fake News and 

Twitter, both with two occurrences, and the others with only 

one occurrence.  

Additionally, we sought to understand: a) Is there any re-

lationship between algorithms results and the datasets used? 

b) Is there any pattern in the results provided by the algo-

rithms that had Kaggle as a database? 

All the 61 analyzed papers presented a different combi-

nation of datasets and algorithms, except for surveys by Gol-

dani, Momtazi and Safabakhsh (2021) and Kaliyar et al. 

(2020), who used the Kaggle dataset with the CNN algo-

rithm and obtained an accuracy of 99.8% and 99.1%, respec-

tively. Thus, it is not possible to infer whether there is any 

relationship between the results of the algorithms and the da-

tabase used (a). This yield may be due to the character of 

originality and fast evolution in the field since, in principle, 

better algorithms or datasets are required for better perfor-

mance, and the domain of fake news identification presents 

a vast and increasing range of applications. 

In view of the above, it was also not possible to verify 

whether there is any pattern in the results provided by the 

algorithms that had Kaggle as a database (b), given that it is 

not possible to compare results further considering the dif-

ferent experimental setups. The data that support these per-

ceptions are expressed in Table 5. 

 

Table 5. Algorithm and dataset used for each of the analyzed studies. 

Source: The authors. 

Algorithm – Author Dataset 

1) Stacking Method – Jiang et al. (2021) Kaggle 

2) Bidirectional Recurrent Neural Network 

(BiRNN) – Jiang et al. (2020) 
Kaggle 

3) Convolutional Neural Network (CNN) – 

Goldani, Momtazi and Safabakhsh 

(2021) 

Kaggle 

4) Gradient Boosting – Birunda and Devi 

(2021) 
Kaggle 

5) Long short-term memory (LSTM) –  

Sahoo and Gupta (2021) 
Facebook 

6) Robustly Optimized BERT Pretraining 

Approach (RoBERTa) – Goel et al. 

(2021) 

Kaggle 

7) Bidirectional encoder representation of 

transformers (BERT) – Pardamean and 

Pardede (2021) 

Kaggle 

8) Convolutional Neural Network (CNN) – 

Kaliyar et al. (2020a) 
Kaggle 

9) Naive Bayes – Albahr and Albahar 

(2020) 
Kaggle 

10) Convolutional Neural Network (CNN) – 

Gereme et al. (2021) 

fake news 

Amharic 

11) Hybrid CNN-RNN – Nasir, Khan and 

Varlamis (2021) 
Kaggle 

12) Fake news detection in social media 

with a BERT-based (FakeBERT) – Ka-

liyar, Goswami and Narang (2021) 

Kaggle 

13) AWD-LSTM – Dadkhah et al. (2021) Kaggle 

14) CNN com marginloss – Goldani, Safa-

bakhsh and Momtazi (2021) 

 

Kaggle 
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15) BiLSTM-CapsNet – Sridhar and Sana-

gavarapu (2021) 
Kaggle 

16) CNN-LSTM – Umer et al. (2020) FNC-1 

17) Gradient Boosting (GB) – Thakur et al. 

(2020) 
Kaggle 

18) CNN+RNN – Agarwal et al. (2020) Kaggle 

19) DistilBERT – Ayoub, Yang and Zhou 

(2021) 

COVID-

19 Fake 

News 

20) IARNet – Yu et al. (2020) Weibo 

21) Stance Extraction and Reasonic Net-

work (SERN) – Xie et al. (2021) 
Fakeddit 

22) Grey Wolf Optimization (GWO) – 

Ozbay and Alatas (2019) 
Kaggle 

23) SMHA-CNN – Fang et al. (2019) Kaggle 

24) DeepNet – Kaliyar et al. (2020b) Kaggle 

25) Random Forest (RF) – Faustini and 

Covões (2020) 

btvlife-

style 

26) Random Forest – Varshney and Vish-

wakarma (2020) 
Kaggle 

27) S-HAN – Ahuja and Kumar (2020) Kaggle 

28) LSTM – 

Ivancov, Sarnovsk and Maslej-kre 

(2021) 

Slovak 

language 

29) WELFake – Verma et al. (2021) Kaggle 

30) SemSeq4FD – Wang et al. (2021) LUN 

31) EchoFakeD – Kumar, Anurag and 

Pratik (2021) 
Kaggle 

32) CARMN – Song et al. (2021) Weibo 

33) BiLSTM – Sharma, Garg and 

Shrivastava (2021) 
Kaggle 

34) SVM-RNN-GRUs bidirecionais –  

Albahar (2021) 
Kaggle 

35) BiLSTM-RNN – Bahad, Saxena and 

Kamal (2020) 
Kaggle 

36) GRU-LSTM-CNN – Torgheh et al. 

(2021) 
Twitter 

37) Random Forest – Lakshmanarao, Swathi 

and Kiran (2019) 
FNC-1 

38) MCNN-TFV – Li et al. (2020) NewsFN 

39) Bi-LSTM-GRU-dense – Aslam et al. 

(2021) 
Kaggle 

40) CNN + BiLSTM – Kumar et al. (2020) 

 
Kaggle 

41) BERT – Lin et al. (2020) FNC-1 

42) DeepFakE – Kaliyar et al. (2020b) Kaggle 

43) Knowledge-driven Multimodal Graph 

Convolutional Networks (KMGCN) – 

Wang et al. (2020) 

Weibo 

44) Bayesian inference algorithm – Najar et 

al. (2019) 
Kaggle 

45) AERNN – Chen et al. (2018) Weibo 

46) SVM – Alanazi and Khan (2020) Kaggle 

47) Gaussian Naive Bayes – Mugdha et al. 

(2020) 

Bengali 

Language 

48) Gradient Boosting – Kaliyar et al. 

(2019) 
Kaggle 

49) LSTM HAN – Ajao et al. (2019) Kaggle 

50) XGBoost – Lin et al. (2019) Kaggle 

51) FND-Bidirectional LSTM concatenated 

– Qawasmeh et al. (2019) 
FNC-1 

52) Multi-domain Visual Neural Network 

(MVNN) – Qi et al. (2019) 
Weibo 

53) CROWDSOURCING – Shabani and 

Sokhn (2018) 

Fake vs 

Satire 

54) LSTM+GRU (Recurrent Neural Net-

works) – Barua et al. (2019) 
Kaggle 

55) MVAE (Multimodal Variational Auto-

encoder) – Khattar et al. (2016) 
Weibo 

56) GTUT – Gangireddy et al. (2020)  Kaggle 

57) K-Nearest – Neighbor Kesarwani et al. 

(2020) 
Kaggle 

58) AA-HGNN (Adversarial Active Learn-

ing based Graph Neural Network) – Ren 

et al. (2020) 

Kaggle 

59) Random Forest – Jardaneh et al. (2019) Twitter 

60) Algoritmos genéticos – Al-Ahmad et al. 

(2021) 

COVID-

19 Fake 

News 

61) SSLNews – Konkobo et al. (2020) 

 
Kaggle 

 

Regarding RQ3 (What are the top recommendations for 

future studies?), some perspectives are presented, such as us-

ing other languages for the dataset. The accuracy of identi-

fying fake news for the authors does not only depend on the 

algorithm but also on the dataset language. Therefore, Jiang 

et al. (2021) and Ahuja and Kumar (2020) recommend ex-

tending studies by applying research in datasets from other 

languages. 
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Another research suggestion is classifying fake news us-

ing a scoring model, such as a credibility rate. The scoring 

model is justified by the difficulty in classifying information 

as only false or true (Agarwal et al., 2020), given the inher-

ent complexity of human language and other aspects, such 

as the area of news (e.g., economics or politics). 

The combination of models generating hybrid models is 

a recommendation highlighted by Jiang et al. (2020), Parda-

meanm, and Pardede (2021), and Kaliyar, Goswamim and 

Narang (2021). Another recommendation was to use algo-

rithms based on deep learning in future research and under-

stand how this technique can help identify fake news (Bahad, 

Saxena & Kamal, 2020). 

Despite much research being directed toward textual in-

formation, Song et al. (2021) and Varshney and Vish-

wakarma (2020) recommended research on the exploitation 

of visual information in search of fake news. Goel et al. 

(2021) highlight the relevance of further expanding research 

on fake news in other areas, given that many were restricted 

to the identification of fake news in datasets exclusive to po-

litical news. 

Fang et al. (2019) recommended a better understanding 

of how the classifier detects fake news. Thus, it allows mod-

ifying or replacing features to avoid detection method that 

relies on very specific semantics of fake news, which could 

be explored and generate misclassification (e.g., false posi-

tives, false negatives). 

For Albahar (2021), the challenge is great, and research-

ers need to devote more attention to understanding the pat-

terns of news structures and what is considered false in the 

digital universe. For the researcher, fake digital news contin-

ues to acquire new formats, making it difficult to distinguish 

fake news embedded in long news. 

Finally, some limitations regarding the performed analy-

sis threaten this study’s validity. Although the number of 

publications retrieved from the scientific repositories is ex-

pressive, the method employed does not intend to be exhaus-

tive. Accuracy comparison between different algorithms and 

datasets provides a limited view of the matter. A more accu-

rate comparison between algorithms required a controlled 

environment and advanced (statistic) analysis (e.g., n-fold 

cross-validation, paired t-tests). The classification of the al-

gorithms is also variable according to different authors’ per-

spectives and theoretical backgrounds, especially regarding 

mixed approaches, called hybrid methods.  

5 Conclusion 

This research intended to investigate the computational tech-

niques and datasets used in fake news identification, analyz-

ing the accuracy reported in scientific literature. For this, 

three questions were investigated. Regarding the accuracy of 

the main algorithms used to identify fake news (RQ1), the 

top three approaches are as follows: the Stacking Method, 

with 99.9% accuracy, Bidirectional Recurrent Neural Net-

work (BiRNN), with 99.8%, and the Convolutional Neural 

Network (CNN), also with 99.8%. 

The most popular technique was CNN, being used in ten 

studies. The scientific evolution in the past years for fake 

news identification is remarkable. An accuracy superior to 

90% was reached only in 2019, with the 21 highest accura-

cies, above 96.6%, dating between 2020 and 2021. 

Regarding the datasets used for the identification of fake 

news (RQ2), Kaggle has a more significant predominance, 

probably due to its popularity and contemplating several da-

tasets on its platform for studies of artificial intelligence. Af-

ter Kaggle, Weibo (i.e., a Chinese microblog similar to Twit-

ter), FNC-1, COVID-19 Fake News, and Twitter were found 

and are presented in order considering the highest number of 

occurrences in the analyzed studies. 

The top recommendations for future research in fake 

news identification (RQ3) are pointed out as follows: 

• the use of other languages in the datasets; 

• the classification through a scoring model; 

• development based on hybrid models; 

• the use of algorithms based on deep learning; 

• the exploration of visual information; 

• expansion of research in other areas beyond politics; 

• the replacement of keywords with synonyms; 

• understanding the patterns of news structures. 

It is emphasized that the accuracy of 90% is considered 

a relevant result in this complex process of identifying fake 

news. Most of the research used datasets in controlled envi-

ronments (e.g., Kaggle) or without information updated in 

real-time (from social networks). Few studies were applied 

directly in social network environments (where there is 

greater dissemination of disinformation).  

The results show a compelling development in computa-

tional techniques to identify fake news. However, consider-

ing the ongoing trend, more research is still demanded to 

tackle the increasing complexity of fake digital news on so-

cial media. Thus, we suggest for future research the need to 

extend research beyond political news, an area that was the 

primary motivator for the growth of research from 2017, and 

the use of hybrid methods for fake news classification. 
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