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Abstract: Analyzing overpricing in public bidding items is essential for government agencies to detect signs of fraud in acquiring public goods and services. In this context, this paper presents two main contributions: a methodology for processing and standardizing bid item descriptions and a statistical approach for overpricing detection using the interquartile range. We evaluated a comparative analysis of three distinct grouping strategies, each emphasizing different facets of the item description standardization process. Furthermore, to gauge the efficacy of both proposed approaches, we leveraged a ground-truth dataset for a thorough evaluation containing quantitative and qualitative analyses. Overall, our findings suggest that the evaluated strategies are promising for identifying potential irregularities within public bidding processes.

Keywords: Overpricing, Public Bidding, Fraud, Methodology, Statistical, Purchase

1 Introduction

Bidding processes are procedures adopted by the public administration to secure fairness and the identification of optimal proposals when acquiring public goods or services [Green et al., 1994; Brandão et al., 2023]. During the bidding process, the bidder establishes a reference value that serves as a basis for determining the bidding category and, among other purposes, verifying whether the proposals submitted are advantageous. However, such price evaluation can be challenging, especially considering the diversity of items being bid and market price fluctuations.

To address such a problem, it is a common practice for government agencies to collect and analyze historical data from bids, including the prices quoted, to detect patterns and indications of overpricing or irregularities. Notable examples of such initiatives include the Controladoria Geral da União (CGU)\(^1\) and the Tribunal de Contas do Estado de Minas Gerais (TCE/MG)\(^2\) systems. Nevertheless, persistent challenges exist in standardizing textual inputs, unifying units of measurement for the traded items, and establishing clear thresholds for identifying instances of overpricing.

Such a problem can be approached using complex and simpler methodologies [Correa and Leal, 2018]. Complex approaches, such as machine learning models or time series analysis, offer the advantage of adaptability and predictive power [Matschak et al., 2022]. Machine learning models can learn patterns in the data, making them suitable for detecting subtle irregularities [Lima et al., 2020]. Time series analysis can capture temporal trends in pricing, which is crucial for understanding how prices evolve [Xiao and Jiao, 2021]. However, these approaches often require a significant amount of labeled data. They may introduce complexity that could be challenging to interpret and implement in a real-world government setting.

On the other hand, simpler approaches, such as statistical models, offer a practical and transparent solution for addressing the challenge of overpricing detection in public bidding [Reis et al., 2023]. In this work, we introduce a statistical approach that leverages easily interpretable statistical measures to establish a clear threshold for identifying overpricing and anomalies, providing straightforward guidelines for public administration agencies. Additionally, we propose a novel methodology for standardizing the item descriptions, ensuring consistency in item descriptions, and making price comparisons more accurate.

This work is an extended version of a previously published article [Silva et al., 2023], in which we extended its content by using a ground-truth dataset to validate both proposed approaches through quantitative and qualitative analyses. Our main contributions are structured as follows:

- We introduce a comprehensive methodology to tackle the critical challenge of detecting overpricing in public bidding. This methodology encompasses two distinct but interrelated components. The first component focuses on pre-processing and standardizing item descriptions, addressing the inherent variability and inconsistencies in how items are described in bidding processes. The second component is centered around the statistical approach based on the Interquartile Range (IQR), enabling a systematic and interpretable method for overpricing detection;
• We conduct a comparative analysis of three different grouping strategies—Original, FToken, and Words—each emphasizing distinct aspects of the item description standardization process. Through such comparisons, we identify the strategy that offers the most promising results in accurately estimating overpricing;

• To assess the effectiveness of our proposed methodology, we leverage a ground-truth dataset, enabling a thorough evaluation through quantitative and qualitative analyses.

The current work is organized as follows. In Section 2, we explore related research that deals with similar challenges in text standardization and the identification of overpricing. In Sections 3 and 4, we provide insights into our dataset and the methodology we adopted for processing and standardizing it. In Section 5, we present the approach employed for overpricing detection, presenting our findings and offering a detailed analysis of case examples. In Section 6, we undertake a quantitative evaluation of both proposed approaches, namely, the statistical model and the text standardization method. Finally, in Section 7, we conclude our work and discuss future research directions.

2 Related Work

This work aims to detect overpricing in public purchasing and consequently identify fraud evidence. In this context, although public bidding documents adhere to a structured format, they often employ different terms and phrasings to describe identical items, posing a challenge for automated document processing, as reported in prior research [Silva et al., 2022; Oliveira et al., 2022]. To address this issue, specialized Natural Language Processing (NLP) techniques are usually employed for text data processing. The literature predominantly delves into two key areas: fraud detection and the textual analysis of public government documents.

2.1 Fraud Detection

Fraud detection in public bidding is a critical concern for government agencies and entities responsible for overseeing public bidding processes. Public bidding, which involves the acquisition of goods and services by government organizations, represents a substantial portion of public expenditure. It is therefore, susceptible to various forms of fraud, including overpricing, collusion, and bid rigging [Costa et al., 2022; Brandão et al., 2023]. Detecting these fraudulent activities is essential to safeguard public funds and ensure fair and transparent bidding processes.

Researchers and organizations are actively working to enhance fraud detection and prevent fraudulent practices in the context of public bidding. For instance, Oliveira et al. [2022] describe a hierarchical decision-making approach incorporating data preprocessing to enhance textual structuring and standardization. Such a method categorizes data into three groups based on conformity and frequency rates, enabling the classification of purchased items based on transaction validity. The results reveal that combining readily available bidder data with extracting bidding item descriptions can significantly contribute to fraud detection.

Reis et al. [2023] conduct a comparative analysis of privacy policies to evaluate whether they align with the Brazilian General Data Protection Law [Brasil, 2018]. To do this, the researchers collected 82 privacy policies and segmented them into paragraphs, which were then labeled and subjected to statistical analyses and data visualizations, such as word clouds, to assess the text’s content and readability. In conclusion, the article states that 40% of the segments contain vague statements to the public regarding how user data will be processed. Therefore, there is a need to adapt the text for the public and express data processing with clarity and transparency. As future work, the article suggests using machine learning models to extract information about data processing practices mentioned throughout the corpus.

Complementary, Pereira et al. [2022] introduce a graph-based modeling approach coupled with centrality metrics, followed by classification algorithms to distinguish companies as fraudulent or legitimate. Their proposed approach achieved a precision rate of more than 71% and an accuracy of 68%. Luna and Figueiredo [2022] implement a similar methodology, focusing on computing metrics to detect potential fraud indicators without needing a classification algorithm. Their results indicate the complexity of the bidding process, revealing substantial variations among companies and public agencies in various aspects, such as the entry and exit degrees within the company network and the bid values.

Gabardo and Lopes [2014] detail a strategy for identifying cartels among construction companies, using social network analysis and complex networks to represent the relationship between companies participating in public bids. They found several groups of companies whose composition and actions suggest the formation of cartels. More recently, Lima et al. [2020] introduce a new dataset formed by public bidding available on the Brazilian Official Gazette (Diário Oficial da União), using 15,132,968 textual entries, of which 1,907 are annotated risky entries. The study employed bottleneck deep neural networks and Bi-LSTM models, which exhibited strong competitiveness compared to classical classifiers, achieving precision rates of 93.0% and 92.4%, respectively.

Regarding overpricing detection, Correa and Leal [2018] apply ontology-based text mining and clustering techniques to unveil overpricing instances within the products procured by the federal government of Brazil, focusing specifically on medications procured by the Ministry of Health. The authors use such techniques to create a consolidated price base for each medication, which can be used as a benchmark against which current prices are compared. Any substantial distortions in the prices practiced are flagged, allowing for identifying potential irregularities that warrant further examination and may reveal fraudulent activities.

In this work, we do not propose a strategy to detect fraud directly but to detect overpricing and anomalies that may indicate fraud in public bids. Thus, this work is similar to the others, as Luna and Figueiredo [2022]; Oliveira et al. [2022]; Pereira et al. [2022], by extracting information from data that can indicate fraud.
2.2 Government Documents Processing

Government agencies, at different levels, generate and handle extensive documentation related to public policies, regulations, bidding processes, and more. Such documents contain various formats, including legal texts, reports, contracts, and public bidding records. Managing and processing such data effectively ensures transparency, accountability, and efficient government operations [Oliveira et al., 2023].

In this context, researchers have applied advanced techniques, such as NLP and document management systems, to improve government documents’ analysis significantly. Pereira et al. [2021], for instance, investigate token diversity used to refer to the same services on government websites. They propose a taxonomy to organize terms to enhance standardization and data structure. Constantino et al. [2022], in turn, gather government documents, perform text segmentation, employ active learning to build a model, and ultimately achieve semantic classification. Such approaches contribute to the efficiency of textual data analysis, making the processing of government documents more effective.

Researchers have recently leveraged machine learning approaches to automate government document analysis. For instance, Coelho et al. [2022] and Brandão et al. [2023] address the document classification problem, explicitly focusing on the Brazilian legal and public bidding domains, respectively. With a different task, Hott et al. [2023] explore the potential of BERT-based models to generate clusters that effectively encapsulate the underlying topics within bidding data. These efforts represent the growing adoption of advanced computational techniques in government document analysis.

In turn, Monteiro et al. [2023] perform a comparative analysis of government Chat Bots from the perspective of Human-Computer Interaction studies. To do this, the author selects several usability metrics of the systems to assess how they communicate efficiently with their users and help solve health, transportation, and travel tasks, among others. Ultimately, the author highlights five main problems that impact the studied systems’ usability and subsequent adoption.

Our literature review revealed the importance of detecting potential fraud indicators in public bidding. However, we identified a notable gap in the existing research: the lack of studies specifically addressing the challenges of standardizing input data and comparing statistical parameters between analogous items in depth. Therefore, the main contribution of this work is to propose approaches that effectively address such critical issues. Note that although Oliveira et al. [2022] undertake some level of pre-processing on textual bid data, our proposed methodology stands out for its comprehensiveness, which includes the categorization of similar items, as elaborated in Sections 4.2 and 4.3.

3 Dataset

This section introduces the dataset considered in the methodology developed to detect overpricing in public bidding. First, Section 3.1 describes some key aspects of the data, including its primary sources, the time span covered, and its scope. Next, Section 3.2 highlights the exploratory analysis of bidding items, focusing on the considered attributes of the present work, such as the item description and its nature.

3.1 Data Description

The dataset used in this work contains public bidding data from 853 cities within the state of Minas Gerais, Brazil. In this context, the term item refers to both tangible goods (e.g. automobile) and intangible services (e.g. web development). Besides the bidding items, we also considered the goods and services that were waived from public bidding by Federal Law n° 14.133, of April 1, 2021.3 An illustrative instance of a waived item involves the bidding of medicines designated for the treatment of rare diseases, as delineated by the Health Minister (Article 75).

The dataset is composed of publicly available information derived from two primary sources. The public bidding data of cities is sourced from the Sistema Informatizado de Contas dos Municípios (SICOM)4, a system developed by the Tribunal de Contas do Estado de Minas Gerais (TCE-MG)5 which acts as a centralized repository for data from all transparency portals representing cities in Minas Gerais. Despite having two reliable data sources, an additional phase of data integration and aggregation is necessary to compute and analyze overpricing. The final dataset contains details about bidding or waived items, including their respective IDs, the year of the exercise, textual descriptions, units of measure, approved unit values, and the nature of expenses.

3.2 Exploratory Data Analysis

This section presents an exploratory analysis of the dataset of public bidding items described in the previous section. Such analyses serve a dual purpose: to foster a comprehensive understanding of the dataset and to assist in shaping the methodology for overpricing detection in bidding processes. The objectives of the analyses presented here include gathering insights into the annual count of bidding items, identifying predominant expense categories, pinpointing frequently occurring terms within item descriptions, and mapping the distribution of description lengths.

The final dataset contains 12,805,984 bidding or waived items at the municipal level and 1,361,523 at the state level. Such items were part of bidding processes conducted between 2014 and 2021 for cities and from 2009 to 2021 for the state level. Figure 1 displays the annual distribution of items throughout this period. Notably, the municipal data shows a drop in items for 2016 and 2020 compared to other years. This may be related to municipal elections occurring in these years. Although public bidding is not prohibited during election periods illegal during elections, electoral regulations impose restrictions on certain conduct by public officials.6

We also delve into the nature of bidding items to gain insights into the dataset. Table 1 highlights the top five most

---

4SICOM: https://portaislicom1.tce.mg.gov.br/
5https://www.transparencia.mg.gov.br/compras-e-patrimonio/compras-e-contratos
6Lei n° 9504/97: https://www.planalto.gov.br/ccivil_03/leis/19504.htm
frequent expense categories for items in the dataset, categorized by municipal or state level. In both cases, the most common nature category is Consumables, corresponding to 41.7% of municipal items and 85.3% of state ones. Despite minor variations in category naming, there are additional nature types such as Permanent materials and Services. Notably, more than 33.8% of municipal items lack a category (Unknown), which means that the nature of the expense could not be identified. This issue might impact the overpricing detection performance as it involves a relatively high number of instances with unknown expense categories.

Finally, the analysis of item descriptions reveals notable distinctions between municipal and state levels. Firstly, we notice a significant difference between the groups concerning description length or the number of words (Figure 2). Overall, municipal items feature shorter descriptions than state items (with a median of 6 words for municipal items and 15 words for state items). Furthermore, distinct patterns emerge for the most frequent terms when analyzing the word cloud for both item sets (Figure 3). In municipal items, the predominant terms are associated with consumables, including “caixa” (box), “papel” (paper), “folha” (sheet), “plástico” (plastic), whereas state items are primarily linked to health-related terms, such as “materia prima” (raw material), “dosagem” (dose), “farmacêutica” (pharmaceutical), “composição” (composition), among others.

However, both item sets contain standard terms in their descriptions that do not significantly contribute to the analyses. These often include units of measurement such as “unidade” (unit) and “grande” (large). Furthermore, specific terms are expressed in two or more variations despite having the same meaning. Consequently, it is imperative to employ textual preprocessing techniques to enhance standardization across the item descriptions. With this pre-processed and standardized dataset, applications that utilize such information may produce more accurate and faithful outcomes aligned with their objectives. The following section describes our pro-
4 Item Description Standardization

To standardize the descriptions of public bidding items, we introduce a textual processing and standardization methodology that contains three phases: (i) textual standardization, (ii) structuring of attributes, and (iii) separation of products and services. Figure 4 illustrates an overview of the methodology, and each step is detailed and exemplified in the subsequent sections.

4.1 Textual Standardization

Within the textual standardization phase, the item description undergoes four essential operations: (i) preprocessing, which involves the removal of special characters, punctuation, and stopwords; (ii) tokenization, (iii) spelling correction, which verifies spelling accuracy and substitutes misspelled words with appropriate corrections, and (iv) lemmatization, which simplifies words to their fundamental forms, known as lemmas, by eliminating inflections, gender variations, numbers, and tense variations. Such operations are fundamental to ensure uniformity in the description of bidding products and services, allowing a more precise comparison of prices.

To illustrate the textual standardization process, consider the item description: "OLEO 20W40 MOTOR A GASOLINA 500ML" (or "OIL 20W40 GASOLINE ENGINE 500ML"). After applying the four operations, the resulting output is a list of pre-processed tokens: “oleo”, “20”, “w”, “40”, “motor”, “gasolina”, “500” e “mililitro” (or “oil”, “20”, “w”, “40”, “engine”, “gasoline”, “500” and “millilitre”). Note that two significant transformations occurred in such a description: (i) the token “a” present in the original description is removed for being considered a stopword, and (ii) the token “ml” was replaced by “mililitro” (millilitre) during the spelling correction.

4.2 Structuring of Attributes

Following the text standardization, the attribute structuring step is fundamental for accurately identifying the characteristics described in the bidding items. In this phase, each token within the item description is assigned to a specific label.

Algorithm 1: Heuristic for distinguishing between products and services.

```python
Input: item description \( d_i \), expense nature \( nd_i \), unit of measure \( um_i \), expense nature, unit measure, unigrams and bigrams

Output: classification of the item as product or service

begin
1. if \( nd_i \in \text{expense nature} \) then
2. \( \quad \text{return service} \)
3. if \( um_i \in \text{unit measure} \) then
4. \( \quad \text{return service} \)
5. foreach Word \( p \) in \( d_i \), do
6. \( \quad \text{if } p \in \text{unigrams} \) then
7. \( \quad \quad \text{return service} \)
8. foreach bigram \( b \) in bigrams do
9. \( \quad \quad \text{if } b \in \text{bigrams} \) then
10. \( \quad \quad \quad \text{return service} \)
11. \( \quad \quad \text{return product} \)
12. return product
end
```

Seven labels are considered in this process: Unit measures, Colors, Materials, Numbers, Sizes, Type/Quantity, and Words. This attribute structuring enables a more precise description of the bidding item, ultimately leading to a more equitable comparison of prices.

The category Unit measures comprises terms such as “liter”, “gram”, and “kilogram”, among others. The label Colors covers terms related to colors, such as “blue”, “red”, “light”, and “dark”. The category Materials includes terms that describe the materials used in the item’s manufacturing, such as “steal”, “metal”, “wood”, and “plastic”. The label Numbers, in turn, encompasses all numeric tokens present in the item description, while Sizes covers terms that refer to size variations, such as “small”, “big”, “unique”, among others. The category Types/Quantities describes the item’s presentation format and quantity, including “package”, “tablet” and “unit”. Lastly, the Words category includes all terms that do not fall into any of the previous categories.

As an example, consider the same description as the previous step, i.e., “OLEO 20W40 MOTOR A GASOLINA 500ML” (or “OIL 20W40 GASOLINE ENGINE 500ML”). In total, three categories were identified: Unit Measures, including the tokens “w” and “mililitro”; Number, including the tokens “20”, “40” e “500”; and Words, including the tokens “oleo”, “motor” e “gasolina”.

4.3 Separation of Products and Services

After the phases of textual standardization and structuring of attributes, the next step in our methodology involves the separation of bidding items into two categories: products and services. Although this information should ideally be indicated in the input data, it is not consistently provided. Such a separation is essential because clustering without distinguishing between products and services can result in an unbalanced estimation of overpricing. Therefore, we developed a heuristic based on keywords to perform this classification automatically. Algorithm 1 describes the proposed heuristic, which takes an item description as input data along with its metadata and four predefined lists: expense nature, unit measure, un-
Table 2. Examples of descriptions and keywords for each predefined list.

<table>
<thead>
<tr>
<th>expense_nature</th>
<th>labor rental, other third-party services, consulting services, construction and installations, services, works</th>
</tr>
</thead>
<tbody>
<tr>
<td>unit_measure</td>
<td>construction, daily, supply, rental, maintenance, work, service provision, procedure, service, show, transportation</td>
</tr>
<tr>
<td>unigrams</td>
<td>service, services, provision, rental, contracting, maintenance, construction, installation, consulting, advisory, supply</td>
</tr>
<tr>
<td>bigrams</td>
<td>school transport, labor force, artistic show, musical show</td>
</tr>
</tbody>
</table>

The four lists are generated based on frequent keywords extracted from item descriptions. Table 2 provides a selection of examples from each list. The list expense_nature contains descriptions associated with the nature of expenses related to services, while the other lists include keywords relevant to the Unit Measure and Words categories. Consequently, for each item, the heuristic verifies if its expense nature corresponds to any entry in the expense_nature list, or if its unit measure matches any entry in the unit_measure list, or if any token of the category Words is contained in the lists unigrams and bigrams.

If any of such conditions are met, the item is categorized as a service; otherwise, it is labeled as a product. To illustrate the application of the heuristic, consider the same example as presented in previous steps, i.e., “OLEO 20W40 MOTOR A GASOLINA 500ML” (or “OIL 20W40 GASOLINE ENGINE 500ML”). In this case, the nature of the expense for this item is unknown, and the unit measure is unit, discarding the conditions of lines 2 and 4. Furthermore, no description token is found in the unigrams and bigrams lists. Therefore, the item is classified as a product.

After applying the complete processing and standardization methodology, 368,644 (2.88%) items were ignored due to missing or inconsistent descriptions. The remaining 12,437,340 items were processed and categorized as either products or services. Out of these, 10,558,948 items (84.9%) were classified as product, while 1,878,392 items (15.1%) were classified as service.

5 Overpricing Detection

Detecting overpricing in public bidding can be modeled as an outlier detection problem. In this context, the goal is to identify values that significantly deviate from the typical behavior of the dataset. Commonly, statistical techniques are employed for outlier detection, which can include methods like regression analysis, analysis of variance, or distance-based approaches. In this work, we introduce a statistical approach that relies on the interquartile range, detailed in section 5.1. Furthermore, we present a comparative analysis in section 5.2, as well as examples of overpricing and anomalies to illustrate the practical application of the proposed methodology and its limitations, as discussed in Section 5.3.

5.1 Statistical Approach

The interquartile range (IQR) is a robust statistical measure that effectively captures data dispersion concerning its median. This is achieved by calculating the difference between the third and first quartiles of the dataset, resulting in a range that encompasses the central values of the data. Any data point falling outside this range is considered a potential outlier. To establish an upper limit for the price of a specific product or service, we can multiply the IQR by a scaling factor, which can be adjusted according to the sensitivity of the model. Here, this scale factor is set to 1.5. Furthermore, we define not only an upper limit but also a more stringent threshold to distinguish outliers from anomalies by applying a multiplication factor of 100 to the upper limit.

Figure 5 illustrates the definition of four distinct price levels: normal, high, overprice, and anomaly. Such levels are defined by empirical data analysis and insights from outlier detection literature. The normal level refers to prices that fall below or within the IQR range. The high level contains prices that exceed the IQR range but still remain within the upper bound. The level overpricing level applies to prices that surpass the upper bound limit. Finally, the anomaly concerns prices that go beyond the maximum limit.

It is important to emphasize that the proposed methodology should not be regarded as an absolute solution for detecting overpricing but rather as a means to enhance the efficiency and transparency of public bidding. In other words, when one comes across suspicious prices labeled as overprice or anomaly, a more in-depth analysis is essential to ascertain whether these prices are justifiable or genuinely indicate fraudulent activities.

5.2 Comparative Analysis

The initial step involves aggregating the data based on the item description to apply the proposed statistical approach for a particular good or service. Different grouping techniques can be employed in this case, including grouping by the original description, the processed description, or structured and grouped by one or more categories derived from the attribute structuring phase. Note that the grouping method chosen significantly affects the quality and reliability of the resulting outcomes. Inadequate aggregation may lead to less dependable price estimates, potentially undermining the ability to detect overpricing or signs of fraud.

To evaluate the effectiveness of the statistical approach and the textual processing and standardization methodology, three distinct experiments are conducted, each varying the method of grouping products and services. In the baseline experiment, the original descriptions of the items are considered without any text processing or standardization. In
the second experiment, the grouping approach combined all the terms from the *Words* category, while in the third experiment, only the first token from this category is considered. In all three scenarios, the district (known as “Comarca” in Portuguese, representing a regional judicial division), the year, and the month of the bidding process are taken into account. Such additional factors, i.e., the location and time period, can have a significant impact on the prices of products and services and are therefore included in the analysis.

The findings presented in Table 3 reveal that the grouping strategy based on the original item descriptions (*Original*) leads to a larger number of groups for both products and services. This result is expected since the original descriptions are typically more detailed and noisy, resulting in various descriptions for the same item. Consequently, this approach generates more specific and smaller groups, leading to a lower rate of overpricing and anomalies compared to other grouping methods. In contrast, the *Words* grouping strategy presents a balance with an intermediate number of groups. However, grouping by just the first token of such a category (*FToken*) results in the fewest number of groups, suggesting a significant loss of information and a tendency to group different items into the same group.

Although the *Words* strategy produced an intermediate number of groups, it significantly outperformed the other two approaches in terms of suspected cases. This suggests that the *Words* strategy can create more representative groups, allowing it to identify a higher number of suspected cases of overpricing and anomalies. Despite having fewer groups compared to the approach based on the original item descriptions (*Original*), the *Words* strategy demonstrated greater efficiency in detecting suspicious cases, boasting a substantially higher rate of both overpricing and anomalies.

Indeed, the results clearly indicate that the *Words* grouping strategy yields a higher rate of anomalies and overpricing compared to the strategy based on the original descriptions (*Original*) but lower than the approach that uses only the first token (*FToken*). This suggests that using all the words within the *Words* category can effectively refine item descriptions, thereby reducing the occurrence of anomalies and overpricing compared to the *FToken* strategy. While there is some loss of information compared to the *FToken*, the *Words* strategy presents a practical balance, making it a valuable intermediate option, particularly when dealing with noisy or less detailed original descriptions.

![Figure 6](image)

The results indicate significant variations in price distributions depending on the grouping strategy, regardless of the item’s nature. Notably, the *Words* method shows lower average prices in comparison to the other grouping strategies. Such a result can be attributed to the possibility of information loss and the subsequent reduction of data variance that this grouping strategy might introduce.

Regarding the anomaly level, the price distribution is similar in most of the cases, indicating that the presence of anomalies is not significantly affected by the grouping technique employed. However, it is essential to emphasize that for anomalies, the statistical and textual standardization method-
Table 4. Top three products and services classified as overpricing. The terms used in the W and FT strategies are underlined.

<table>
<thead>
<tr>
<th>Product</th>
<th>Service</th>
<th>Price (R$)</th>
<th>Threshold (R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TNT GREEN TYPE FABRIC</td>
<td>ASPHALT REPAIR SERVICES...</td>
<td>485,000.0</td>
<td>59,780.4</td>
</tr>
<tr>
<td>HOSPITAL EQUIPMENT</td>
<td>EVENTS</td>
<td>392,000.0</td>
<td>41,600.0</td>
</tr>
<tr>
<td>DIESEL OIL S10 4892018 447337</td>
<td>OTHER THIRD-PARTY SERVICES...</td>
<td>1,688,830.8</td>
<td>1,378,620.0</td>
</tr>
<tr>
<td>PARTS</td>
<td>REPAIR OF ASPHALT REPAIR SERVICES...</td>
<td>3,036,463.9</td>
<td>199,000.0</td>
</tr>
<tr>
<td>TNT GREEN TYPE FABRIC</td>
<td>EVENTS</td>
<td>485,000.0</td>
<td>59,780.4</td>
</tr>
<tr>
<td>HOSPITAL EQUIPMENT</td>
<td>OTHER THIRD-PARTY SERVICES...</td>
<td>392,000.0</td>
<td>41,600.0</td>
</tr>
<tr>
<td>BOOK LITERARY WORK FOR SCHOOL KIT COMPOSITION 3...</td>
<td>HIRING OF COMPANY TO CONTINUE THE WORK...</td>
<td>202,696.3</td>
<td>49.6</td>
</tr>
<tr>
<td>GRANT OF REAL RIGHT OF USE REFERENCE 01 (ONE) LAND...</td>
<td>HIRING OF COMPANY</td>
<td>21,000,000</td>
<td>2,250,000.0</td>
</tr>
<tr>
<td>LABORATORY TESTS GENERIC ITEM-378218</td>
<td>HIRING COMPANY</td>
<td>10,643,942.0</td>
<td>152.5</td>
</tr>
</tbody>
</table>

Table 5. Top three products and services classified as anomalies. The terms used in the W and FT strategies are underlined.

<table>
<thead>
<tr>
<th>Product</th>
<th>Service</th>
<th>Price (R$)</th>
<th>Threshold (R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LITERARY WORK BOOK FOR SCHOOL KIT COMPOSITION 3...</td>
<td>ASPHALT REPAIR SERVICES...</td>
<td>202,696.3</td>
<td>4,957.5</td>
</tr>
<tr>
<td>LITERARY WORK BOOK FOR SCHOOL KIT COMPOSITION 3 TO 5...</td>
<td>EVENTS</td>
<td>8,722.0</td>
<td>2,667.0</td>
</tr>
<tr>
<td>BRONZE SCREW FOR THE CROWN</td>
<td>HIRING OF COMPANY</td>
<td>1,349.8</td>
<td>944.5</td>
</tr>
<tr>
<td>LITERARY WORK BOOK FOR SCHOOL KIT COMPOSITION 2...</td>
<td>ASPHALT REPAIR SERVICES...</td>
<td>263,712.1</td>
<td>3,577.5</td>
</tr>
<tr>
<td>LITERARY WORK BOOK FOR SCHOOL KIT COMPOSITION 3...</td>
<td>EVENTS</td>
<td>256,230.4</td>
<td>3,577.5</td>
</tr>
<tr>
<td>UNLEADED GASOLINE</td>
<td>HIRING OF COMPANY</td>
<td>99,500.0</td>
<td>396.0</td>
</tr>
<tr>
<td>LABORATORY TESTS GENERIC ITEM-378218</td>
<td>HIRING OF COMPANY</td>
<td>10,643,942.0</td>
<td>15,250.0</td>
</tr>
<tr>
<td>CRANKSHAFT 366</td>
<td>ASPHALT REPAIR SERVICES...</td>
<td>2,398,025.0</td>
<td>94,868.5</td>
</tr>
<tr>
<td>PARTICLE ACCELERATOR TUBE, REF. 11303910, FOR ACCELERATOR...</td>
<td>SERVICE IMPLEMENTATION OF THE PLATFORM...</td>
<td>747,957.6</td>
<td>8,302.5</td>
</tr>
</tbody>
</table>

5.3 Examples of overpricing and anomaly

For each grouping strategy, we provide examples of the top three products and services classified as overpricing and anomalies. These represent the three items with the most significant discrepancies between the registered price and the overpricing/anomaly threshold, as explained in Section 5.1). Tables 4 and 5 present in detail such results. Note that items classified as overpricing exhibit values significantly higher than the threshold, potentially indicating irregular pricing. However, it is important to emphasize that grouping results may differ among the different approaches, underscoring the importance of a thorough evaluation of these results.

In the case of items classified as anomalies, there is a noticeable and substantial difference between the registered price and the anomaly threshold across all instances. This suggests the potential presence of typing errors in the item description or pricing of the product or service. Moreover, it is common to find unclear descriptions, as exemplified by entries such as “EVENTS” or “HIRING OF COMPANY”, or written in an unusual way, as in the case of “BOOK LITERARY WORK FOR SCHOOL KIT COMPOSITION 3...”, which may be related to issues during the item registration process. Such results highlight the importance of preprocessing and standardizing item descriptions, as well as the necessity for a thorough evaluation of identified anomalies.

Threats to validity. Approaches dealing with text processing face numerous challenges due to the lack of standardization, which can significantly impact the quality of results. An identified concern in the proposed heuristic is that, in some instances, discrepancies may arise from issues within the separation heuristic. For example, consider the item “LABORATORY TESTS GENERIC ITEM...”. The description suggests it is a laboratory service, yet the separation heuristic classifies it as a product. This misclassification could lead to an inaccurate estimation of the anomaly threshold, resulting in false positives. However, classification errors are an expected part of a heuristic approach, and they should be taken into account when interpreting the results.

Another identified threat is the presence of significant discrepancies in magnitude between the threshold and item...
we assess the performance of each approach using quantitative and qualitative analyses, respectively. Hence, for an actual application of overpricing analysis, it is essential to address these cases separately by either removing erroneous items or refining the grouping approach.

6 Experimental Evaluation

In this section, we evaluate both proposed approaches (i.e., the statistical approach and the textual standardization methodology) using a ground-truth dataset. We describe the dataset considered in Section 6.1, as well as the preprocessing and integration process performed to prepare the data for our experimental evaluation. Next, in Sections 6.2 and 6.3, we assess the performance of each approach using quantitative and qualitative analyses, respectively.

6.1 Data

The ground-truth dataset used for evaluation originates from the Agência Nacional do Petróleo, Gás Natural e Biocombustíveis do Brasil (ANP). The ANP is the regulatory authority for activities within the oil, natural gas, and biofuels industries in Brazil. Such data source contains electronic spreadsheets that contain historical price research series on a weekly and monthly basis, categorized by geographic coverage. It provides information covering various types of fuels, including C gasoline, hydrated ethanol, B diesel oil, and B S-10 diesel oil.

In our specific focus on the State of Minas Gerais, the ANP provides fuel price data from 67 cities. Within this dataset, the maximum selling price for each city is provided. Such maximum price serves as a benchmark to establish the presence of overpricing in public fuel bidding. Table 6 describes five distinct fuel types we utilized for our evaluation, alongside fundamental data descriptions. Each dataset entry includes information about the product (fuel type), city, year, month, average price, and maximum price.

Data Preprocessing. The ANP’s collection of electronic spreadsheets is organized yearly, with one file available for each pair of years starting from 2013. The data was filtered to exclusively retain cities located in Minas Gerais, given that our bidding data exclusively pertains to this state. Finally, we formatted the period column to divide it into separate year and month columns, thus facilitating further analysis.

Data Integration. To evaluate the effectiveness of our proposed approaches, we merged our public bidding dataset with the ground-truth one, using as key attributes the period, city, and the same product description on each grouping (Original, FToken, and Words). Our data integration involved several steps to ensure a relevant match between the datasets. First, we exclusively select products from the public bidding dataset, as the ANP dataset focuses solely on fuels, a subset of products. Next, within the public bidding dataset, we specifically filter products containing key terms from the ANP dataset, which primarily included “Diesel”, “Gasoline” and “Ethanol”.

Finally, we employ fuzzy string matching to establish correspondence between the products in the public purchase dataset and the fuels listed in the ANP dataset. To ensure a robust match, we set a stringent similarity threshold of at least 90%. We use the Python library RapidFuzz for the fuzzy string matching process. The matching procedure resulted in a subset of public bidding data and their corresponding real maximum reference prices from the ANP dataset. Table 7 shows the number of products resulting from data integration for each grouping strategy.

6.2 Quantitative Analysis

To assess the performance of both proposed approaches, we conducted a comparative analysis between the maximum reference prices provided by the ANP and the overpricing thresholds resulting from the three distinct groupings. Here, our evaluation focuses on the overpricing threshold, as the ANP dataset does not provide references for anomalies. Furthermore, to ensure robust and reliable results, we applied a filter to exclude groups with a size smaller than ten. We consider metrics commonly employed in evaluating prediction or estimation models, including R² Score, Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE).

Table 8 shows the evaluation metrics results for each type of grouping. Overall, all grouping strategies performed well in terms of overpricing estimation, underscoring the effectiveness of the IQR-based statistical approach. Still, the
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Table 6. The five types of fuel in the ANP dataset with some basic data descriptions.

<table>
<thead>
<tr>
<th>Products</th>
<th># Cities</th>
<th>Period</th>
<th>Avg. Price (R$)</th>
<th>Max Price (R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIESEL OIL</td>
<td>67</td>
<td>01/2013 to 09/2023</td>
<td>3.603</td>
<td>8.890</td>
</tr>
<tr>
<td>DIESEL OIL (S10)</td>
<td>67</td>
<td>01/2013 to 09/2023</td>
<td>3.728</td>
<td>8.990</td>
</tr>
<tr>
<td>COMMON GASOLINE</td>
<td>67</td>
<td>01/2013 to 09/2023</td>
<td>4.300</td>
<td>8.499</td>
</tr>
<tr>
<td>GASOLINE WITH ADDITIVES</td>
<td>58</td>
<td>10/2020 to 09/2023</td>
<td>6.176</td>
<td>8.899</td>
</tr>
<tr>
<td>HYDROUS ETHANOL</td>
<td>67</td>
<td>01/2013 to 09/2023</td>
<td>3.034</td>
<td>7.450</td>
</tr>
</tbody>
</table>

---

Table 7. Number of products resulting from data integration for each grouping strategy.

<table>
<thead>
<tr>
<th>Grouping</th>
<th>Unfiltered</th>
<th>Filtered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>9,975,109</td>
<td>5,795 (0.06%)</td>
</tr>
<tr>
<td>Words</td>
<td>9,975,109</td>
<td>6,023 (0.06%)</td>
</tr>
<tr>
<td>FToken</td>
<td>9,975,109</td>
<td>3,091 (0.03%)</td>
</tr>
</tbody>
</table>

---


9 RapidFuzz: https://maxbachmann.github.io/RapidFuzz/
Table 8. Evaluation metrics results for each type of grouping.

<table>
<thead>
<tr>
<th>Grouping</th>
<th>R² Score</th>
<th>MAE</th>
<th>MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>80%</td>
<td>0.17</td>
<td>4%</td>
</tr>
<tr>
<td>Words</td>
<td>95%</td>
<td>0.20</td>
<td>4%</td>
</tr>
<tr>
<td>FToken</td>
<td>93%</td>
<td>0.31</td>
<td>6%</td>
</tr>
</tbody>
</table>

*Words* strategy presents the highest R² Score and a MAPE equal to the *Original*, indicating a slightly superior fit to the ANP data. Such a result suggests that our proposed *Words* strategy, which minimizes information loss while efficiently estimating overpricing, may be a promising approach for identifying potential irregularities in public bidding.

We also performed a visual analysis to compare the overpricing thresholds generated by the three grouping strategies with the threshold derived from the ANP dataset. In Figure 7A, we compare the distributions of both thresholds for each grouping strategy. We apply the Wilcoxon statistical test to verify whether there are significant differences in the threshold means among the different grouping strategies. The results indicate that there is little or no statistical difference between the means of the overpricing thresholds, regardless of the grouping strategy, reinforcing the consistency and robustness of the proposed statistical approach.

Figure 7B, on the other hand, illustrates the correlation between the overpricing thresholds derived from the IQR approach and those provided by the ANP. Here, we apply the Spearman correlation coefficient to evaluate the strength and direction of the association between these two sets of thresholds. Overall, all three grouping strategies show a strong positive correlation, indicating that our approach consistently estimates overpricing at a similar level to the ANP data. Regarding the performance of different grouping strategies, the *FToken* strategy stands out with the highest correlation coefficient, followed by the *Words* strategy.

In summary, our findings highlight interesting trade-offs between the different grouping strategies. The *FToken* strategy demonstrates a robust systematic relationship with the ANP’s thresholds, as evident from its high correlation coefficient. However, it exhibits bias in predicting real price differences, resulting in a high MAPE. Such a bias could be attributed to the inherent loss of detailed information in this strategy, causing over- or underestimation of actual values by a relatively high percentage. While it effectively captures overarching trends, refinements are needed to enhance the precision of its predictions and bring them closer to actual values.

Conversely, despite being the noisier strategy, the *Original* excels in terms of MAPE as it closely approximates actual prices in percentage error terms. Although it does not consistently follow the same patterns as the ANP dataset (low correlation) or explain much of the variability in the reference thresholds (low R² Score), its predictions are, on average, entirely accurate in terms of percentage error. Such accuracy suggests that the *Original* strategy captures local nuances in the data, contributing to precise individual price estimates. However, this focus on localized details may cause deviations from the broader trends and patterns in the ANP data, resulting in lower correlation and R² Score.

Finally, the *Words* strategy accurately estimates overpricing levels with a strong alignment to the ANP’s data. Considering a wide variety of terms within item descriptions successfully captures the granular details and broader patterns in the data. Its balanced approach strikes a good compromise between capturing local details and overarching trends. Such balance likely contributes to its high correlation, R² Score, and low MAPE, demonstrating its excellence in accurately identifying potential irregularities in public bidding.

6.3 Qualitative Analysis

In addition to the quantitative analysis in the previous section, we conducted a qualitative assessment of the proposed approaches. To do so, we investigate the textual descriptions within each grouping strategy corresponding to each ANP product. Unlike the previous analysis, we included all groups without applying a filter based on size, focusing on the textual content of descriptions for a comprehensive evaluation of the methods. Table 9 shows the total number of unique descriptions within each grouping strategy for every ANP product, along with illustrative examples.

According to the textual analysis, the *Original* strategy yielded the most significant number of descriptions for each of the five ANP products. While this strategy successfully captures the granular nuances in item descriptions, it tends to group related items less effectively. Different textual descriptions of the same product are treated as distinct, which can be challenging when estimating overpricing thresholds. For example, regarding the product DIESEL OIL (S10), at least four descriptions are written in slightly different ways referring to the same product.

Conversely, the *FToken* strategy is the most restrictive, focusing exclusively on the first token from the *Words* category. Such a restriction leads to a significantly smaller number of distinct descriptions for each product. This strategy is only associated with three of the five ANP products. While its simplicity results in fewer unique descriptions, it also restricts the strategy’s applicability. In cases where the descriptions significantly deviate from the first token, this strategy may not effectively group related items.

Finally, the *Words* strategy balances specificity and generality. As it undergoes textual standardization, it adeptly aligns related items more effectively than the *Original* strategy. The distinct descriptions for each product fall between the extremes of the *Original* and *FToken* approaches, indicating that this strategy combines local details and broader trends. Therefore, the *Words* strategy may be the most promising option in overpricing detection, as it standardizes descriptions and groups related items more effectively.

7 Conclusion

This work proposed two approaches to detect overpricing in public bidding for products and services: a methodology for processing and standardizing bidding items and a statistical approach based on the interquartile range for identifying overpricing. The textual standardization methodology includes a heuristic to classify items into either products or services, as well as description standardization through re-
Three experiments were conducted on real-world public bidding data to evaluate both approaches. Such experiments involved grouping items based on different strategies: (i) grouping with the original, untreated item descriptions, (ii) grouping using all terms from the Words structure category, and (iii) grouping using only the first token from the Words category. Our results revealed that the Words strategy, characterized by minimal information loss and lower prices, reduced data variance and successfully identified a substantial portion of overpricing instances.

Furthermore, we assessed both of our proposed methodologies—the statistical approach and the textual standardization process—utilizing a ground-truth dataset with a dual focus on quantitative and qualitative analyses. In the quantitative analysis, we compared the maximum reference prices established by the ground-truth data and the overpricing thresholds determined via the three different grouping strategies. Simultaneously, our qualitative evaluation investigated the textual descriptions within each grouping strategy, aligning them with their respective ground-truth products. Overall, the Words strategy proved to be the most effective in aligning with the ground-truth data, offering a better balance between sensitivity and specificity, making it a suitable choice for real-world applications.

While our work presents promising strategies for detecting overpricing and anomalies in public bidding, we acknowledge certain limitations in our approach. First, future research could explore alternative strategies for identifying groups, such as applying clustering algorithms and their integration with word embeddings. This could enhance identifying outliers within content groups, providing a more nuanced understanding of irregularities. Additionally, our methodology’s application to real-world scenarios warrants further exploration, with a particular emphasis on considering temporal and geographical variations in prices. Assessing the impact of these factors on the effectiveness of the IQR technique would contribute to a more comprehensive understanding of the practical implications of our proposed approach.

Finally, although there are challenges, such as the lack of standardization in the descriptions of the bid items, our...
findings demonstrate that the proposed approaches can help identify possible irregularities. However, it is essential to highlight that these methods are not a definitive solution, requiring continuous monitoring and improvement of the techniques used. Future efforts involve submitting the flagged bids as suspicious cases for evaluation by domain experts, offering a more rigorous validation of the proposed statistical approach. This iterative process will help refine and enhance the techniques, contributing to more effective overpricing detection in public bidding.

**Declarations**

**Acknowledgements**

The authors thank this work’s collaborator, Henrique R. Hott.

**Funding**

This work was funded by the Prosecution Service of the State of Minas Gerais (in Portuguese, Ministério Público do Estado de Minas Gerais, or simply MPMG) through the Analytical Capabilities Project (in Portuguese, Programa de Capacidades Analíticas) and by CNPq, CAPES, and FAPEMIG.

**Competing interests**

The authors declare that they have no competing interests.

**References**


Pereira, A. et al. (2022). Using redes complexas na identifi-


