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Abstract
The number of people with access to mobile devices, as well as applications to these devices (i.e., apps), has been increasing significantly. Thus, users have to choose among a large number of apps proposing to do the same functions, those that better serve them. A possible solution to this problem is the adoption of recommendation systems. Meanwhile, usually these systems consider only users’ preferences to create a profile or request sensitive data (e.g., call and message logs). This work investigates the impact of using demographic and device information on app recommendation by using only easy-to-obtain data to enrich a user profile. We evaluate two approaches: a similarity-based Collaborative Filtering with a limited number of apps and a topic-based approach (i.e., LDA) with wider large-scale data. We also inspected the results under both apps and categories context. The general results reveal that the enriched data provides a better app recommendation with the addition of information about the user’s region mean wage achieving up to 210% (or 12 percentage points) of improvement in terms of recall.
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1 Introduction
Currently, there has been a significant increase in the number of people with access to mobile devices (GSMA, 2020). Their use is no longer limited to basic features such as sending and receiving calls and SMS messages. With the advent of ubiquitous and pervasive computing, mobile devices have been helping people from complex tasks like banking services to routine activities such as setting alarms. As a result, the number of mobile applications (apps) has grown in such a way that users must choose among those that best serve them. However, this choice is not simple given the large number of apps, with the Google Play Store reaching over 3.4 million apps available (Matters, 2021).

To mitigate this issue, a mobile app recommendation system can make it easier for users to find the desired app. This way, given that companies are developing more and more apps with the same purpose, the user will no longer have to install several of them until finding the one that best suits him. Likewise, app development companies can save resources by targeting marketing campaigns to users who have more chances to install their apps.

There are several ways to recommend apps to users. A simple recommendation could use only data related to the applications themselves to recommend to the user those that have a higher acceptance rate in terms of popularity. On the other hand, other recommendation systems take into account data referring to each user, aggregating both easy-to-obtain (e.g., approximate location of the user) and more sensitive and difficult to obtain information (e.g., call logs). This information can be obtained through permissions granted by each user and can include several sensors built into the devices, such as GPS, accelerometer, WiFi, among others. It is important to note that users may not allow this data collection due to privacy concerns.

However, a common problem with these approaches is that the added data can contain information such as: privacy preferences, usage history, call logs, and others that are not easy to obtain. Therefore, such approaches can lead to a lack of knowledge about users, making it difficult to be adopted in a large-scale scenario. In addition, we argue that choosing an app may also be related to demographic and device factors, as they may be related to the users’ interest and not all apps will be available for any region or device. Despite this, we have not found solutions that use demographic information about users or their devices.

In this context, the hypothesis of this work is that the use of demographic and device information favors the recommendation of mobile applications. Based on this, the goal of this research is to validate this hypothesis. To do this, we create a user profile that is composed of easy-to-obtain data, which includes demographic information of the user’s region of residence and mobile device. First, we investigate how this profile would benefit the app recommendation considering the Collaborative Filtering strategy. The results were promising, and then we used LDA (Latent Dirichlet Allocation) to investigate further their benefits. Overall, the results reveal that demographics and device information are important sources of information to improve the recommendation of apps.

The main contributions of this work are:

- We create a user profile based on demographics and devices, using only easy-to-obtain data.
- We investigate how this profile leverage the recommen-
watched, it is unlikely that a user will install an app with the title. Although traditional recommendation systems usually obtain information of their installed apps, it may not rely only on the history of the apps installed. The problem statement and the main studies in the literature deal with mobile app recommendation. Next, in Section 2.1 Problem Statement, we describe the preliminary results using the collaborative filtering strategy. A more complete study is presented in Section 4, where the LDA strategy is used. We discuss the limitations of this work in Section 5. Finally, we conclude our work and present future directions in Section 6.

2 Fundamentals

2.1 Problem Statement

Identifying the best apps to recommend to a user requires analyzing information about the apps and the users themselves. Although traditional recommendation systems usually obtain good results, recommending mobile applications still shows some difficulties. The first one is the vast quantity of items that can be presented to a user since there are many apps built for the same purpose, and this number is increasing. Besides, unlike recommending movies, which is interesting, for example, recommending items similar to others the users have watched, it is unlikely that a user will install an app with the same purpose as another one already installed.

This peculiarity leads good mobile app recommenders to look deeper at the user’s interests, searching for what makes a user install an app. Thus, recommending mobile applications may not rely only on the history of the apps installed. The recommendation systems on Google Play Store and Apple App Store, for example, also suggest popular apps to their users in addition to the ones related to the user’s profile.

So, we can initially describe a user \( u \in U \) as a sequence of their installed apps \( u = \langle App_1, \ldots, App_N \rangle \) and use this sequence to learn patterns and recommend similar applications. But, as we previously discussed, it is meaningful to consider the user’s interests and enrich the information tuple with its attributes. Thus, we can represent a user with a tuple in the form \( u = \langle App_1, \ldots, App_N, Attr_1, \ldots, Attr_K \rangle \), where \( Attr_K \) represents the K'th user attribute.

It is also important to acknowledge the kind of attribute used in terms of their privacy and sensitive data. Although some recommenders use information about the items’ usage and personal data like call logs, accurate locations, and wages to help improve their results, the user profile built had to be dealt with caution. The use of sensitive data can lead to unwanted bias, difficulties collecting data, not to mention an ethical discussion about invading users’ privacy. In this context, we can use approximate data, such as locations and demographic information, since it is not accurate enough to identify a user and preserve sensitive details.

Nevertheless, all data-driven system is bound to local privacy laws, such as Brazilian General Data Protection Law (LGPD). Usually meant to save users’ privacy, some laws require the user to approve the collection of their personal information as well as manage it (e.g., remove collected data). Besides, it is necessary to inform the user about why their data is collected and for what purpose, so they can decide to share information or not.

2.2 Related Work

In this section, we present the main studies found in the literature that involve the recommendation of mobile applications.

Many works were developed with the goal of recommending mobile apps, giving rise to different approaches and strategies. To better recommend applications to users, the works of authors Frey et al. (2017) and Cheng et al. (2018) use LDA (Latent Dirichlet Allocation). The first work uses LDA to select the main topics among the application descriptions, using the probability that a user likes each topic as input for a model based on the Random Forest algorithm. The authors of the second work, on the other hand, use the order of installation of applications to observe three aspects, namely: short-term contexts, where the probability of a user installing an application is estimated, given other applications they have; co-installation patterns, where it was analyzed which apps users normally install together, applying

<table>
<thead>
<tr>
<th>Work</th>
<th>Collaborative Filtering</th>
<th>Other Techniques</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frey et al. (2017)</td>
<td>X</td>
<td></td>
<td>LDA and Random Forest</td>
</tr>
<tr>
<td>Cheng et al. (2018)</td>
<td>X</td>
<td></td>
<td>LDA, MTM, and Multinomial distribution</td>
</tr>
<tr>
<td>Liang et al. (2020)</td>
<td></td>
<td>X</td>
<td>Factorization Machine</td>
</tr>
<tr>
<td>Pan et al. (2011)</td>
<td></td>
<td>X</td>
<td>Graphs</td>
</tr>
<tr>
<td>Xu et al. (2018)</td>
<td></td>
<td>X</td>
<td>Graphs and PageRank</td>
</tr>
<tr>
<td>Ma et al. (2016)</td>
<td></td>
<td>X</td>
<td>Word2Vec reformulation</td>
</tr>
<tr>
<td>Yin et al. (2017)</td>
<td>X</td>
<td>X</td>
<td>Bag of Words and Latent Topics</td>
</tr>
<tr>
<td>Zhu et al. (2021)</td>
<td>X</td>
<td>X</td>
<td>Collaborative Filtering and Voronoi Diagram</td>
</tr>
<tr>
<td>Peng et al. (2018)</td>
<td>X</td>
<td></td>
<td>Factorization Matrix</td>
</tr>
<tr>
<td>Liu et al. (2015)</td>
<td></td>
<td>Latent Factors</td>
<td></td>
</tr>
<tr>
<td>Liu et al. (2016)</td>
<td>X</td>
<td>Latent Factors</td>
<td></td>
</tr>
</tbody>
</table>
LDA; and random installs, where the recommender indicates popular apps with a high chance of being accepted.

Two other works use graphs to represent associations between users. In the work of Pan et al. (2011), information from smartphone sensors is used to build a graph representing connections between users, enabling the calculation of the potential for installing an application based on the neighbors of a given user. In this case, it is necessary to gain access to data often blocked by general users, making it difficult to be adopted on a large scale. The work prepared by Xu et al. (2018) considers the functionality of each application, making it possible to predict the user’s next needs through a graph of co-occurrence.

The work developed by Ma et al. (2016) proposes a change to the Word2Vec (Mikolov et al., 2013) algorithm, aiming to predict the installation of applications based on the recent use of others. The work by Yin et al. (2017) uses users’ preferences to recommend applications through the description and permissions of each application. For this, the authors used Latent Topics to characterize a user’s interests and relate them to permission preferences for each application category. The work of Zhu et al. (2021) also uses app usage information as well as contextual user mobility data. The authors associate users across dynamic geographic areas, so applications are recommended based on neighboring users in the same region.

Other works take users’ privacy preferences into account. The work of Peng et al. (2018) identifies applications that require a lot of permissions and are ranked lower, giving them low priority. The authors matched both the apps which pass this filter and the user interests through a factoring matrix. Liang et al. (2020)’s work also uses privacy information as well as apps’ description and popularity to predict the rating a user would give a determined app. For this, the authors used a factorization machine with additional views to deal with each type of feature. Likewise, the work of Liu et al. (2015) also lists the user’s privacy and behavior preferences. However, these factors are related to a latent profile. Later, the authors modified this work by adopting a new strategy, where the category and functionality of each application are analyzed (Liu et al., 2016). Again, they used latent vectors, this time relating the functionality of each application to the user’s interests through its installation list.

Table 1 presents a comparison between the described studies. To improve app recommendations, other authors may use real app installation sequences (Cheng et al., 2018; Pan et al., 2011) or apps detailed usage (Ma et al., 2016; Zhu et al., 2021), which need multiple collections over time; and call logs and Bluetooth proximity logs (Pan et al., 2011), which users may not feel comfortable granting access to due to privacy concerns. The usage of this kind of data usually leads to fewer users or difficulty applying the approach on a large-scale scenario. The availability of data may also be impacted since data from self-built apps and questionnaires (Frey et al., 2017; Pan et al., 2011), or crawlers of reviews, downloads, and permissions (Xu et al., 2018; Yin et al., 2017; Liang et al., 2020; Liu et al., 2015, 2016) is hard to collect large-scale data.

One of the significant differences of our work in comparison to the existing ones lies in using easier-to-obtain and less invasive data concerning user privacy. As previously discussed, the existing works use call logs and detailed app usage records, among other privacy-invasive information. Differently, our proposal requires only the applications installed by the user, one approximate location, and information on the users’ mobile devices. This way, our approach does not require information about when, how and for how long the user used the apps. Besides, we need only an approximate location, which already leads us to the user’s city and the general region characteristics, and not actual locations of the user’s visited places.

Such data, easier to be obtained, can provide a series of other information through data enrichment. We did such enrichment through the use of location to incorporate contextual, demographic information about the user. Furthermore, the device used can lead us to know its price (Maia et al., 2020), and therefore which category of such device (e.g., entry, premium, among others). We chose Collaborative Filter as it is a widely used approach when it comes to recommendation systems, and we used it as a baseline during the preliminary study. We selected the LDA approach because it has good results in app recommendation, as shown by Cheng et al. (2018).

3 Collaborative Filtering Analysis

In this section, we describe the preliminary analysis performed in order to measure the demographic data usage effectiveness in the recommendation of apps.

3.1 The Data

In this investigation, we used a real-world dataset collected from June 4 to August 8, 2019, that contains Android users’ information provided by a private company under a non-disclosure agreement. The data collection was made every day at midnight, gathering all the apps installed at the moment, the user’s device, the date, and an approximate location. To guarantee the coherence of the results, we removed data from users who were not present during the entire period in the collection or joined after its start, ending up with 7,406 users.

The dataset has one record per user per day, containing the user’s current installed mobile applications. So, we could represent the Problem Statement’s user tuple as $u = \langle date, [installed \_ apps] \rangle$. However, as we aimed to perform only experimental research at this section, we selected only 1% of the most installed apps by all users based on exploratory analysis. This led to 249 most popular apps in the dataset and the tuple $u = \langle App_1, App_2, ..., App_{249} \rangle$. We chose these apps to facilitate a primer investigation of the impact of demographic information, since the dataset contained many apps with very few installations.

We also individually analyzed and classified these apps into categories according to their functions and descriptions. After analyzing each app, we ended up with 28 categories that separate all of them according to their purposes. That is because the categories provided by the Play Store depend directly on the person who published the app, which shows...
inconsistencies. For example, in the list, there are basketball games that are classified as sports and not as games.

To create the models, we used only the first day (June 4) for training, assigning the other days’ data for testing. We did that based on a stochastic assumption in which the probability of a future event is based only on a previous one. So, we assumed that the users decide to install an app based on the current apps installed. Note that once we used only one day for training, the user tuple does not need to include the date.

This approach is a standard one in Collaborative Filtering that usually uses only a snap of explicit or implicit user feedback, such as ratings, clicks, and purchases (Sarwar et al., 2001). Also, this kind of feedback usually is a one-time rating or one-time purchase that we would provide to the recommender as training while other items’ future feedback remain for testing. In our scenario, we use the installation record as implicit feedback that the user liked an app.

Figure 1 shows the number of users that have at least one app in each category, both in test and training sets. It is possible to notice that the number of users increased in all categories during the observed period, showing the installation of these by other users.

The dataset also contains each user’s home approximate location. This information was extracted from the location history of the user, which we did not have access to because of privacy concerns. We enriched the users’ home location with the census tract information provided by Brazilian Institute of Geography and Statistics (IBGE) (IBGE, 2021). As some data in the census are related to specific region traits (e.g., is the region part of Legal Amazonia?) and are not related to app installation decisions, we chose only 24 of them related to demographics, and therefore associated with social life, income, age, education, gender, and race, as shown in Table 2.

We made this decision based on the Brazilian socioeconomic situation, where the number of inhabitants in a region and its wealth leads to the presence or absence of apps in categories such as delivery, public transportation, and airline companies. For example, a region with a low number of inhabitants usually does not have access to food delivery since the companies do not benefit enough from this public. Also, users from wealthier regions will have the opportunity to fly and so use this kind of app. Instead, users from deprived regions will need apps for extra income or only use basic apps.

<table>
<thead>
<tr>
<th>Demography</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of residences</td>
<td>Social</td>
</tr>
<tr>
<td>Number of residents</td>
<td>Social</td>
</tr>
<tr>
<td>Average number of residents per residence</td>
<td>Social</td>
</tr>
<tr>
<td>Number of women</td>
<td>Gender</td>
</tr>
<tr>
<td>Number of literate women</td>
<td>Education</td>
</tr>
<tr>
<td>Number of men</td>
<td>Gender</td>
</tr>
<tr>
<td>Number of literate men</td>
<td>Education</td>
</tr>
<tr>
<td>Number of white people</td>
<td>Ethnic Group</td>
</tr>
<tr>
<td>Number of black people</td>
<td>Ethnic Group</td>
</tr>
<tr>
<td>Number of brown people</td>
<td>Ethnic Group</td>
</tr>
<tr>
<td>Number of yellow people</td>
<td>Ethnic Group</td>
</tr>
<tr>
<td>Number of indigenous people</td>
<td>Ethnic Group</td>
</tr>
<tr>
<td>Number of people with Age &lt;= 10</td>
<td>Age</td>
</tr>
<tr>
<td>Number of people with 11 &lt;= Age &lt;= 20</td>
<td>Age</td>
</tr>
<tr>
<td>Number of people with 21 &lt;= Age &lt;= 30</td>
<td>Age</td>
</tr>
<tr>
<td>Number of people with 31 &lt;= Age &lt;= 40</td>
<td>Age</td>
</tr>
<tr>
<td>Number of people with 41 &lt;= Age &lt;= 50</td>
<td>Age</td>
</tr>
<tr>
<td>Number of people with 51 &lt;= Age &lt;= 60</td>
<td>Age</td>
</tr>
<tr>
<td>Number of people with 61 &lt;= Age &lt;= 70</td>
<td>Age</td>
</tr>
<tr>
<td>Number of people with 71 &lt;= Age &lt;= 100</td>
<td>Age</td>
</tr>
<tr>
<td>Mean of average wage per resident with or without income</td>
<td>Wage</td>
</tr>
<tr>
<td>Mean of average wage per resident with income</td>
<td>Wage</td>
</tr>
<tr>
<td>Mean of average wage per responsible resident with income</td>
<td>Wage</td>
</tr>
<tr>
<td>Mean of average wage per responsible resident with or without income</td>
<td>Wage</td>
</tr>
</tbody>
</table>
So, to select the 24 traits, we semantically analyzed each one and looked for their socioeconomic impacts.

So, our final dataset contained information about users \( u_{\text{enriched}} \in U_{\text{enriched}} \) in the form of the tuple \( u_{\text{enriched}} = \langle \text{App}_1, \text{App}_2, \ldots, \text{App}_{249}, \text{CT}_1, \text{CT}_2, \ldots, \text{CT}_{24} \rangle \), where \( \text{CT}_i \) is the \( i \)th census tract for that user.

Please note that our motivation for using this data is to preserve user privacy. We only need the user’s list of installed apps and a single approximate location of their city to generate recommendations. Other data could be used, such as the applications in use, but would require several collections during the day, invading the user’s privacy. In addition, as mentioned before, any data-oriented solution is subject to current legislation, and the user must be aware and authorized.

### 3.2 Models

In this section, we discuss the details of the proposed solution called ANCESTOR (Application aNd CEnsus baSed recommendaTion algORithm) and the baseline, which we called ALBERTA (AppLication BasEd RecommendaTion Algorithm). ALBERTA is a traditional collaborative filtering approach for the recommendation problem, which considers only the user’s installed apps. On the other hand, the ANCESTOR uses the 24 census tracts’ info as additional columns on the dataset we collected besides the app’s installations. In this way, the hypothesis that demographic data leads to a better app recommendation could be validated or refuted.

For both ANCESTOR and ALBERTA, we use the Memory-based Item-Item approach. We could have also used a User-Item algorithm, but as this method does not present good scalability as the number of users grows (Sarwar et al., 2001), we decided not to use it. On the Item-Item approach, we analyze the similarity mainly between the items themselves, creating a \( \text{Items} \times \text{Items} \) symmetric matrix. As the number of items usually does not grow so fast as the users, Item-Item collaborative filtering can achieve the same quality with lower computational cost and better scalability than the User-Item approach.

In the baseline solution (ALBERTA), each item represents an app. A value in the User \( \times \) App matrix is 0 if that user does not have the respective app installed and, 1 otherwise. The collaborative filtering approach is then applied with the objective of finding the most appropriate apps to recommend to each user.

The proposed model, ANCESTOR, uses the apps installed and the 24 census tracts’ info of the user (Table 2). We also normalized the census data in the range between 0 and 1 to maintain the installation database’s coherence. We have created on the original database a column for each census info. This strategy can lead to the identification of apps related to some demographic contexts and the analyzes of similarities between an app and a demographic region. The collaborative filtering is then applied, now considering not only the apps as items, but the demographic tracts as well.

### 3.3 Results

We computed the traditional metrics: precision, recall, and f-score. The values for each metric are calculated for each application individually. Figure 2 shows the distribution of precision, recall, and f-score considering all applications. We can see that ANCESTOR, in general, stands out from the ALBERTA model. These results show that the addition of demographic information contributed to increase the accuracy of the prediction of installations of most apps, both from the point of view of the correctness of the recommended applications and from the point of view of the applications that the user actually installed. We observed that the maximum precision achieved by the ANCESTOR model is almost twice the ALBERTA’s one.

Although precision is usually low for recommendation models in general, we can draw some conclusions. First, by adding user demographics, the precision has increased for most apps. This gain shows that the similarity of users in terms of demographic characteristics is a relevant factor.
particular app. It may be the case that, even with low precision, the rate of increase (i.e., Lift) when targeting users recommended by the model is more numerous than when using random samples of users. In other words, the return on investment per user achieved will be greater. Figure 3 presents the results of this analysis. It is possible to see that the Lift does not have great variation for changes in sample size (x-axis), in addition to the fact that ANCESTOR has, in general, the best results. Furthermore, we see that even with the confidence interval, ANCESTOR always has a higher draw rate than ALBERTA.

In general, these results show that when using the ANCESTOR recommendation model, the rate of return tends to be more effective than when using random samples of users as targets. In other words, the chance that users recommended by the ANCESTOR model will install an application after a targeted marketing campaign is higher than when random users are selected.

To better visualize the behavior of models, we calculated the average precision for each app category. With that, we hope to be successful in identifying why the accuracy of some apps has increased relatively with the addition of demographic data. In Figure 4, we see that most of the categories with higher average precision may be associated with demographic factors, such as urban mobility and delivery applications, which are more present in cities or places more populated. Apps related to airlines, streaming of video or music, hosting, and e-commerce may depend on other factors, such as wages, since spending money on travel, streaming, and e-commerce require the person to have sufficient income to do that. There are also categories of apps (e.g., infants and relationships) that are not as dependent on demographic data of the location and, therefore, ANCESTOR does not show a significant improvement over ALBERTA.

Regarding recall, we see that ANCESTOR also stands out when compared to ALBERTA, as we see in Figure 5. Here, we also observe some categories such as urban mobility, physical banks, and social networks, which also presented good accuracy results. On the other hand, other apps categories stood out only in the recall, such as supplementary income and driver apps, both of which can be related to factors such as wage. The fact that ANCESTOR achieved better results in recall when compared to precision can perhaps be explained by the number of users who installed apps from these categories. If few users installed an app, it is more likely that they are included in the recommendation set.

3.4 Conclusions

This section introduced a solution for recommending apps to users based on their installed apps and demographic information. The results show that the proposed solution obtained good results in terms of precision, recall, and lift metrics. Thus, it reinforces the assumption that demographics are relevant in helping to recommend apps installation. In addition, the fact that the solution does not require historical data (i.e., applications and users) makes the construction of the model simpler.

In the next section, we make a more advanced analysis, with a larger number of users and the adoption of the LDA technique, aiming to achieve more concrete results.

4 LDA Analysis

Given the promising results in Section 3, we performed further analyses about the demographic data usage. Besides, we measured the impact of the user’s device price.

4.1 The Data

In this analysis, we used a similar yet larger dataset than the one described in Section 3, also collected by the same private company. We also used the information of the user’s device collected by the partner company. So, our dataset was composed of users \( u \in U \) in the form of a tuple \( u = (date, location, device, [installed_apps]) \). The data initially had 18,560 distinct apps from 87,903 different users’ records collected from November 1, 2019, to January 31, 2020. We maintained only users who had installed at least
seven apps over a period greater than three days. We also removed apps that had less than four installations over the observed period. We chose these values based on the first quartile threshold.

As we also evaluated the model performance based on apps categories, we used the ones provided by the Google Play Store. We chose to do that since it was impracticable classifying all apps manually. We also used the Z-score approach to identify potential collection errors. Thus, the final database had information about 14,660 users and 13,329 apps grouped into 48 categories.

Besides that, as mentioned before, the collected data has only one user’s record per day, so we could not know the exact order of installation if more than one app was installed on the same day. So, we built a potential installation sequence and the final user record can be expressed as $u = \langle \text{device}, \text{location}, \text{apps\_sequence}, \text{apps\_categories} \rangle$, where device is the last device used on installations, location represents the approximate location of user’s home, and apps\_categories lists the categories of all apps on apps\_sequence, following the same order and with repetitions.

### 4.1.1 Device and Demographic Data

We have also semantically analyzed each demographic information used in the previous study (see Section 3) to bring up only the ones that seem to have stronger associations with mobile recommendation. So, we assumed only data relative to the wage and populational size of a city; in addition, we also consider in this study the user’s device price.

- **Wage:** We use the IBGE census tracts’ mean wage per person to categorize the user’s wage according to its home region. As the last census tract took place in 2010, we took the Brazilian minimum wage (In Brazilian Reais) at that time to create the categories below:
  - **Lower:** Less than half minimum wage ($Wage < R$255);
  - **Intermediate Lower:** From half to one minimum wage ($R$255 $\leq Wage < R$510);
  - **Intermediate:** From one to two minimum wages ($R$510 $\leq Wage < R$1.020);
  - **Intermediate High:** From two to four minimum wages ($R$1.020 $\leq Wage < R$2.040);
  - **High:** More than four minimum wages ($Wage \geq R$2.040).

- **Populational Size:** Similarly to the wage data, we have identified the user’s city and used its population size to classify it into Small, Intermediate, and Big cities using Ipea (2008). To do that, we adopt the following thresholds:
  - **Small Town:** Cities in which Population Size $< 100.000$;
  - **Intermediate City:** Cities with $100.000 \leq Population \leq 500.000$;
  - **Big City:** Population Size $\geq 500.000$.

- **Device Price:** Unlike the demographic data above, we got the device’s price using a web crawler developed by Maia et al. (2020). With this information, we expect to be able to identify patterns related to the user’s consumption and indirectly wage, as well as restrictions caused by the device configuration. We have also classified the price based on Medeiros (2019), as shown below:
  - **Basic:** Devices with Price $< R$700;
  - **Intermediate:** Devices on the range $R$700 $\leq Price < R$1.000;
  - **Mid-high:** Devices with $R$1.000 $\leq Price < R$2.000;
  - **High-end:** $R$2.000 $\leq Price < R$3.000;
  - **Premium:** Devices with Price $\geq R$3.000.

So, after the enrichment, the final users dataset $U_{enriched}$ was represented by

$$U_{enriched} = \langle wage\_range, pop\_range, device\_price\_range, \text{apps\_sequence}, \text{apps\_categories} \rangle$$

Figures 6a, 6b and 6c show the wage, population and device distributions, respectively.

### 4.2 Metrics

In this study, we took different methods from the previous one described in Section 3. First, we established that the last

![Figure 6. Device and demographic data distribution.](image-url)
s applications installed would be used as a test set, with \( s \in S = \{1, 3, 5\} \). In this way, we have more data to train the model since we used all other apps not included in \( s \) in the training dataset. In addition, we consider \( n \in N = \{5, 10\} \) as the size of the recommendation set. In other words, the model will recommend \( n \) applications for the user, and we will compare this set of recommendations to the ground-truth (i.e., test dataset).

We have also adapted the metrics specifications accordingly. Thus, with \( U \) being the set of all users, we assume \( A_u^c \) as the set of all applications installed by the user \( u \), with \( A_u^c \) being the set of all \( s \) last installed applications by that user, and \( R_u^n \) as the set of \( n \) apps recommended for the same \( u \) user as the model output. Taking this into account, we will obtain precision and recall values as a function of the variables \( s \) and \( n \). Therefore, we have:

- **Precision:** to achieve 100% of precision when all \( n \) recommended apps are installed (i.e., are in the \( s \) last installed apps), precision should only be calculated for values of \( s = n \). It is also worth mentioning that only for this metric, we used \( N = \{1, 3, 5\} \) so that it would be coherent with the set \( S \). Therefore, the precision will define the percentage of the total correct recommendations, analyzing recommendations of size \( n = s \) against the total installed applications.

\[
\text{Precision}_{s,n} = \frac{1}{|U|} \sum_{u \in U} \frac{|A_u^s \cap R_u^n|}{n}
\]

where \( s \in S \) and \( n = s \).

- **Recall:** represents the percentage of the \( s \) apps installed by the user that was in the recommended set.

\[
\text{Recall}_{s,n} = \frac{1}{|U|} \sum_{u \in U} \frac{|A_u^s \cap R_u^n|}{s}
\]

where \( s \in S \) and \( n \in N \).

As the precision and recall metrics needed to be calculated for several different recommendations, we could not calculate the F-Score metric.

As mentioned before, to calculate the precision, it is necessary to have \( n = s \). We can assume that it predicts the following \( s \) user installations. On the other hand, as it is possible to recommend more applications than those present in the test set and still obtain 100% recall, we can infer that this metric represents better the performance of the solutions compared to what is expected in a real-life recommendation system.

In addition to the app-related metrics raised above, we also evaluate the models considering the categories of the recommended applications. Therefore, we calculated the Precision and Recall metrics for recommendations from the apps and their apps’ categories. It is noteworthy that we use the applications recommended for each user to calculate the category-related metrics.

To obtain such categories, we replace each app recommended for each user with its respective category. This way, we can recommend an app category more than once to the same user. Since the same category could be recommended more than once, it was necessary to adapt the definition of the previous metrics. Therefore, let \( R_u^{n,cat} \) be the multiset of the \( n \) categories recommended to the user \( u \), and \( A_u^{n,cat} \) the multiset with all categories of the last \( s \) applications installed by that user \( u \). So, we define:

\[
R_u^{n,cat} = \{cat_1^{m_1(c_{a_1})}, \ldots, cat_n^{m_n(c_{a_n})}\}
\]

(3)

\[
A_u^{n,cat} = \{cat_1^{m_1(c_{a_1})}, \ldots, cat_s^{m_s(c_{a_s})}\}
\]

(4)

Let \( m_r(x) \) and \( m_a(x) \) represent the multiplicity functions of the multisets \( R_u^{n,cat} \) and \( A_u^{n,cat} \), respectively, defined as:

\[
m_r(x) = \sum_{c \in R_u^{n,cat}} I(c = x)
\]

(5)

\[
m_a(x) = \sum_{c \in A_u^{n,cat}} I(c = x)
\]

(6)

In other words, the respective multiplicity function indicates the number of times a category appears in the analyzed multiset.

Furthermore, the cardinality of the intersection of the two multisets \( A_u^{n,cat} \) and \( R_u^{n,cat} \) (also called minimum common divisor) is given by:

\[
T_u = \sum_{c \in A_u^{n,cat}} \min(m_a(c), m_r(c))
\]

(7)

Based on the equations above, we define the precision and recall of categories as:

- **Category Precision’s:** Defined as the percentage of total recommended app categories that have been installed by the user. It is noteworthy that, as well as the Precision metric for applications, we use \( N = \{1, 3, 5\} \) to calculate this metric.

\[
\text{Precision}_{c, s, n} = \frac{1}{|U|} \sum_{u \in U} \frac{T_u}{n}
\]

(8)

where \( s \in S \) and \( n = s \).

- **Category Recall’s:** defined as the percentage of categories that the user \( u \) installed and that at least one of its apps was recommended for that user.

\[
\text{Recall}_{c, s, n} = \frac{1}{|U|} \sum_{u \in U} \frac{T_u}{s}
\]

(9)

where \( s \in S \) and \( n \in N \).

### 4.3 Latent Dirichlet Allocation (LDA)

Latent Dirichlet Allocation (LDA) is a probabilistic model initially developed for text processing and widely used in the Information Retrieval area. The model assumes that each document is composed of a text that can be described as a set of topics. In turn, each topic has terms that are most frequently associated with it (Blei et al., 2003). For example, in a topic related to arts, it would be very likely to find terms such painting, drawing, pencil, light, and shadow.

A significant model’s point is the scope of themes contained in each document, defined by the hyperparameter \( \alpha \).
If the corpus of the documents has few themes, the value of \( \alpha \) will be smaller. The same idea is applied to \( \beta \) hyperparameter, that provides information about the distribution of words per topic.

Once created, a model should be evaluated on its adequacy to what it was proposed. One way to carry out such an assessment is through the analysis of topic coherence (Röder et al., 2015), which seeks to analyze the terms with the greatest relevance (distribution) in each topic, and verify whether their semantics can be related.

### 4.3.1 Baseline

To create the baseline LDA model, we used the proposal of Cheng et al. (2018), which considers the users as documents and the name of the installed apps as terms. The steps to create a model are also provided by Cheng et al. (2018).

We choose the number of topics and the \( \alpha \) hyperparameter based on empirical tests through the following steps:

1. Let \( A \) be the set of all possible good choices for \( \alpha \).
2. Let \( \Psi \) be the set of all possible good choices for the numbers of topics.
3. For each combination of \( \alpha \in A \) and \( \psi \in \Psi \), repeat \( \eta \) times:
   a. Create a LDA model in which \( \alpha = a \) and \( K = \psi \).
   b. Evaluate the model’s topics coherence.
4. Choose the best model.

It is worth mentioning that we created \( \eta \) models with the same hyperparameters because a LDA model is probabilistic, and so will lead to different results. We select the best model in terms of topics coherence, and so, we used the model with seven topics and \( \alpha = 31 \) generated on the first iteration. The other hyperparameters were set statically, being \( \eta = 5 \) and \( \beta = \frac{1}{K} \). To recommend apps applying this model, we followed the steps described by Cheng et al. (2018).

### 4.3.2 Proposed Solution

In addition to the apps’ names, the proposed solution assumes as terms the users’ demographics and device price, according to the categories defined in Section 4.1. To analyze the impact of each type of demographic information, we evaluate five solutions, as discussed below. Also, to use the best model possible for each solution, we generate new models for each one following the same steps described previously.

The solutions are:

- **Population**: We add only data about the population size of the user’s city.
- **Wage**: We add only data relative to the average wage of the census tract of the user’s home location.
- **Device**: We add only data about the price range of the user’s device.
- **Demographic**: We add data about the price range of the user’s device.
- **Complete**: We add all external data of the user (i.e., city’s population size, average wage, and device’s price range).

So, for each solution, we will add the respective data to the user’s installation records. In this way, the terms in a document will refer to both apps and demographic/device information. Besides that, with the new models, we also had to fit again the hyperparameters. To do that, we followed the same steps described in Section 4.3.1 and Figure 3 shows the chosen hyperparameters.

### 4.4 Results

Finally, we only had to certify that the models were not recommending any additional information to the users. Thus, we followed the steps below:

1. For each drawn topic:
   a. Remove the items that represent the added demographic/device information.
   b. Sort the apps in a descending manner, according to the topics distribution.
2. For each user \( u \), draw its distribution \( \theta_u \) from the trained model.
3. Repeat the following steps \( n \) times to recommend \( n \) apps:
   a. Draw a \( x \) topic from the user topics distribution.
   b. Recommend the best non-recommended topic app that was not installed by the user.
is in line with expectations, as increasing the number of recommended applications increases the probability of getting more correct.

The inclusion of the population size of the user’s city of residence did not lead to good results, surpassing the baseline only when 5 applications are recommended. The disparity in the percentage of users residing in each type of city (i.e., small, medium, and large cities) may have caused this situation. Thus, with a large number of users in the same category, it is possible to have a great diversity of interests, making it more difficult to find patterns. Furthermore, the information on the size of the city is generalist itself, as it naturally groups a large number of users with different interests and lifestyles.

On the other hand, information such as the type of device and the average wage of the user’s census tracts say more about the socio-economic context in which a person is inserted, thus being more specific. As for the device category information, we noticed a slight improvement in recommendations of 3 and 5 apps (4.51% and 11.71%, respectively). This may indicate that the smartphone a user possesses is an important aspect of his/her interests. We also observe that adding only wage information has a positive impact (over 84% when \( s = 1 \)), which may indicate a better correlation of the type of application consumed by people from different social classes.

The recall was also affected positively for almost all solutions, as shown in Figures 8a and 8b. However, once again the addition of population size information achieved a slight improvement when \( s = 5 \) and \( n = 5 \) (1.44%, seen in Figure 8a). In addition, the incorporation of information referring to wage showed relevant improvements. Thus, knowing the average income of the user’s region leads to an improvement of up to approximately 12 percentage points (or 210.22%), if 5 applications are recommended (Figure 8a), and by 16 percentage points (or 167.45%), with the recommendation of 10 apps (Figure 8b).

Regarding categories, most of the proposed solutions were not effective, despite achieving higher levels of precision than the same metric for applications (Figure 9). The only exceptions are the use of income classes, with a slight improvement of 1.92% when \( s = 5 \), in addition to the use of device embedding, which did better for \( s = 5 \) (1.77%). We can explain this situation by the fact that the analysis of categories is done based on the conversion of the recommended applications to their respective categories (Section 4.2). Thus, it’s possible to recommend more than one application of the same category. Therefore, the recommendation of more than one app from wrong categories would have a larger negative impact than the base solution.

Finally, the analysis of categories in terms of recall confirmed the worsening trend about the Population, Demographic and Complete solutions, as seen in Figures 10a and 10b. However, it is possible to notice that the Wage and Device solutions proved effective when recommending 5 apps and comparing them with the last 3 or 5 apps of the user. Such a situation might indicate that adding more specific context information can help in recommending applications.

5 Research Limitations

We faced some limitations while conducting this research. The first one is the location accuracy of the collected data. While the approximate locations guarantees the user’s privacy, it also may lead to misidentifying the user’s census tracts and enriching its data with wrong information. We acknowledge this limitation, but collecting a precise location is
hard to obtain due to privacy concerns and so could lead to a study with potentially less users.

Another limitation regards the periods of the data used. While we used a dataset from 2019/2020, the census tracts’ data were from the last Brazilian census in 2010. Besides that, we used census data only to identify the classes of mean wages in that region and not the absolute values. Even so, besides the income has increased in the last years, the country’s geopolitics did not change significantly. The Human Development Index (HDI) went from 0.727 in 2012 to 0.765 in 2019, while the GINI rose from 0.5304 to 0.543 in the same period. Although showing that inequality increased, the change was not high enough to assume that regions before richer turned to poor, or vice-versa.

Finally, it is worth remembering that we did not perform A/B tests and neither evaluated the direct impact of our recommendations on users in this study. So, the main contribution is the evaluation of the user likelihood to install an app through the use of demographic and device information. Thus, we did not conduct any experiments to recommend apps to users in their day-by-day activities.

6 Conclusions and Future Work

This article investigated the impact of using demographic and device information in the context of users for mobile app recommendations. For this, we added such information to a user profile that contained only records of applications already installed, an approximate location, and the name of the mobile device used. From such data, we could evaluate the results obtained with application recommendations by two different strategies: Collaborative Filtering and Latent Dirichlet Allocation (LDA).

As for the results obtained with the application of the models, we can verify that the Wage and Device solutions concerned better overall results compared to the others. Such solutions are indicated when recommending applications, as the overall results for categories did not outperform the base solutions. However, it is noteworthy that the models were trained with apps, not categories.

In addition, we observe a superiority of the LDA model compared to the others, mainly with the use of user wage. These results may be related to the fact that LDA models work with association analysis between terms, which may have helped in the discovery of applications installed together. As for the collaborative filter, we noticed an overall improvement when adding user demographic information, but the model’s performance did not hit big marks.

Based on the discussions raised above, one possible next step is to evaluate the explicit insertion of weights in LDA models. This is because, despite having achieved good results, we realized that the model was not able to extract potential patterns from the added features. Furthermore, as the models were only trained with applications, it would be interesting to train it with the categories themselves, performing a comparison between the approaches.
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